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#### Abstract
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The second method is a new way of scoring the predictor performance and is particularly suited to aviation needs.

Five storms are considered, three in Massachusetts and two in Oklahoma. The correlation and peak-cell trackers generally performed well in the Massachusetts storms, close to a best correlation fit extrapolator: The centroid tracker behaves erratically, due to contour merging and splitting. The centroid tracker performed well on compact, Oklahoma storms where the correlation and peak-cell trackers were misled by storm propagation, an effect to be expected when there is high vertical shear of the horizontal wind.

It is recommended that either the correlation or centroid tracker be used, depending on the type of storm expected. The centroid tracker would be used on compact storms; the correlation tracker would be used on storms without substantial propagation. The forecasts appear to be skillful in predicting high-reflectivity areas; however, they are less skillful in anticipating flight-paths which do not intersect these areas. Inclusion of forecasts of storm growth and decay will probably be required to improve the performance; anticipating growth and decay will also be important for forecasts of greater than 30 minutes.
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## I. INTRODUCTION

## A. Air Traffic Needs

There is a need within the air traffic community for accurate, realtime predictions of hazardous weather areas in the short look-ahead time frame ( $0-4$ hours). Accurate predictions lead both to the efficient utilization of airspace and to an improved safety factor. Such predictions would be of use both to the pilot himself and to the air traffic controller. For the controller, accurate predictions allow him to anticipate pilot deviation requests and to give avoidance advisories.

This report concentrates on zero to 30 -minute forecasts. Since storm speeds typically do not exceed 1 to $2 \mathrm{~km} / \mathrm{min}$, the relevant spatial scales are 30 to 60 km . A half-hour forecast is not suited to strategic planning in the en route environment. Rather, this report addresses itself to tactical decisions which must be made in the terminal control area, the en route-terminal control area transition region, and in en route airspace. Specific points of concern are storm cell avoidance; route planning within and near the terminal area; use of approach and departure gates, descent corridors, and runways; and the general impact of a storm system on an airport.

This report concerns itself with forecasting actual storm extents rather than just centroids. The actual forecasts generated are quantitatively scored in terms of the areas forecasted to be hazardous, and the impact of these forecasted areas on air route usage.

There are various kinds of hazards which need to be anticipated. This report addresses itself to short-term forecasts of high reflectivity ( dBz ) areas. FAA rules call for a buffer zone of avoidance around 40 dBz contours; however, these rules are not always observed in practice. Reflectivity is a radar measurable quantity, and there are standard relationships between dBz and rainfall rate; these are shown in Fig. I-1. Typically, something close to the upper curve is used by the NWS for a thunderstorm situation (see Zittel, 1978). The Marshall-Palmer curve is considered suitable for stratiform rain.

Forecasts of high reflectivity are useful for several reasons. Heavy rain can cause an engine to flame out. Heavy rain can also lead to a degradation in airfoil performance and to a weight penalty on the aircraft. High reflectivity can also indicate the presence of hail, and is often associated with storms which generate significant turbulence.
B. NEXRAD

NEXRAD (Next Generation Weather Radar) is a joint undertaking of the Departments of Commerce, Transportation, and Defense. It will provide the


Figure I-1. Plots of various $Z-R$ relationships. (Battan)
nation with a network of solid-state, S-band pulsed-Doppler radars. NEXRAD will provide volume coverage with a pencil-beam ( $\sim 1$ degree) unlike present NWS radars which generally scan at one elevation angle only and which also lack a Doppler capability. The pencil-beam is preferable for accurate reflectivity measurements to the fan-beams of current and planned airport surveillance radars.

There will be over 100 NEXRAD radars, and they will provide nearly continuous coverage in the continental United States. Each radar will provide estimates of reflectivity to a range of 460 km , and estimates of mean Doppler velocity and the spread of Doppler velocities to a range of 230 km .

> C. Purpose of this Report

The spatial and time scales of this report focus on the region known as the "mesoscale" in the meteorological community. Research in mesoscale phenomena is less mature than research in the larger scale of ten referred to as "synoptic". Whereas numerical forcasts based more or less on basic physical principles have been made with varying degrees of success for over thirty years, mesoscale forecasts are in a much cruder state (see, for Instance, Browning, 1982b). In the mesoscale, forecasts (or predictions) are generally restricted to: simple, linear extrapolation; statistical extrapolation, involving the use of a typical life cycle for the phenomenon being forecasted; and simple physical models based on particular mechanisms; for instance, topographic forcing of storms in certain areas.

This report concerns itself only with linear extrapolation, and this extrapolation is applied only to storm positions. The storm size and intensity are not changed, and this is what keeps the focus of this study on a very short time scale. Thus to refer to the algorithms in this report as "forecasts" or "predictions", while accurate, may be somewhat misleading. This report concerns itself with storm tracking, and with the extrapolation of these tracks into the near future.

This report examines forecasts of reflectivity areas based on data from NEXRAD-1ike radars, to assess the suitability of the proposed NEXRAD storm tracker for air traffic needs. This suitability is determined by comparing the proposed NEXRAD tracker with various other contemporary trackers which have been extensively described in the literature. The goal of this study has been to determine which of the already available trackers is best suited to the air traffic needs described previously.

Once the choice of trackers has been made, the question naturally arises of to what to apply the track velocities in order to make forecasts of future storm areas. Two candidates are pixels of some canonical size (say 1 km by 1 km ) and contours defined by fixed reflectivity levels.

Since the NEXRAD tracker works on fixed-level contours, and since there is a natural association between the contours and the NEXRAD track vectors, it was decided to apply the velocities derived from other tracking algorithms to these very same fixed-level contours. As the centroid tracker generally works well at $30 \mathrm{dBz}, 30 \mathrm{dBz}$ contours were used in the predictions unless there was too little or too much storm coverage at that level.

Thus this report compares the forecasts made by running a set of tracking algorithms, attaching the derived velocities to fixed-level contours, and moving the various contours with the various velocities for the desired extrapolation time interval. Preliminary results were reported in Brasunas and Merritt (1983). Performance differences are due principally to the trackers, as their velocities are all attached to a common set of cells. The forecasts so made are quantitatively scored in terms of false safe and false alarm statistics. These statistics are defined both in terms of an area-intersection approach, and a flight-path approach.
D. Previous Research

1. Trackers

The trackers we have considered have all been discussed in the literature:

Centroid tracking. The NEXRAD tracker is a centroid tracker that follows the dBz -weighted centroids of fixed-dBz-level contours. A description may be found in Bjerkaas and Forsyth (1980b). Much work has been done in England predicting rainfall up to 6 hours in advance by linearly tracking echo centroids (Browning et al. 1982a).

Correlation tracking. This tracker has been described in various guises in Rinehart and Garvey (1978) (interstorm tracking) and Smythe and Zrnic' (1983) (clear-air tracking). Extensive use has been made of a correlation-based tracker at McGill University for making rainfall forecasts (Austin and Bellon, 1974; Bellon and Austin, 1978).

Peak-cell tracking. This tracker follows local maxima in the reflectivity field, and has been described in Crane (1979).

## 2. Performance Assessment

Previous work on comparing radar trackers has been done by Elvander (1976). Elvander compared a centroid tracker, a correlation tracker producing one velocity for the entire field, and a pattern-recognition type algorithm developed at SRI (Stanford Research Institute) which isolates and tracks areas within the radar coverage. Elvander applied these algorithms to the same data sets, and used a uniform set of criteria for verification, something not available in the literature prior to the Elvander report.

Elvander used the vectors from the three trackers to translate echoes and thereby produce maps of predicted reflectivity. Elvander divided his coverage area into regions, and kept records on a region-by-region basis of hits (anticipating reflectivity will exceed a threshold), misses (not anticipating), and false alarms (incorrectly forecasting reflectivity will exceed a threshold). Hits, misses, and false alarms were combined into a single number, the "critical success indicator."

Elvander found the cross-correlation algorithm generally superior for use with zero tilt data (single elevation scan at 0.0 degrees), and the centroid tracker superior for use for volume coverage data. A significant result was that the more sophisticated SRI tracker did not provide any improvement. This report reaches a similar conclusion insofar as the Crane algorithm, another sophisticated tracker, does not provide marked improvement over centroid or correlation tracking. One thing to keep in mind, however, is that Elvander used a verification region of $4 \times 4$ or $8 \times 8 \mathrm{~nm}$ (nautical mile), whereas the verification region in this report is 1 km by 1 km . Hence the Elvander report only gives a sense of the goodness of the gross features of the forecasts, and does not indicate whether the forecasts support planning for detailed, tactical cell avoidance.

A more recent report (Wieler et al., 1982) has compared the centroid and Crane trackers and has found general agreement between the two in terms of the estimated velocities, although the fine-structure velocity information in the Crane tracker was found to be suspect at greater ranges. They did not actually construct maps of predicted reflectivity.

Forecast of reflectivity areas for air traffic control purposes was done by Alaka et al. (1979). Using a grid box of $3 x 5 \mathrm{~nm}$, the predicted reflectivity is a linear function of zero tilt reflectivity, echo top, and vertically integrated liquid-water content. The predicted reflectivity is also a linear function of extrapolated maps of the above three quantities, with the extrapolation based on a correlation-like algorithm (binary match). The predicted reflectivity is also a linear function of the reflectivity trend and the time of day. The actual coefficients of the linear functions are determined by multiple linear regression. A lowerlimit criterion of 1 percent reduction of variance was used in the selection of predictors. Follow up work was done by Saffle and Elvander (1981) on a larger data set. For 12 -minute forecasts of reflectivity, position extrapolation plus the inclusion of dBz trends was found superior to persistence in terms of reduction of variance between forecasted and actual reflectivity. For 36 -minute forecasts, position extrapolation alone appeared to provide the best forecast. When volume scan data were available, extrapolated echo tops were also found to be a useful predictor of reflectivity level. Given the set of reflectivity predictors determined by multiple linear regression, Saffle and Elvander determined the resulting hits, misses, and the corresponding critical success index.

Neither Alaka et a1. nor Saffle and Elvander discussed at length the implications of their reflectivity forecasts for air traffic control. Their performance assessment is in terms of area only, and hence does not address flight-path choice. Also, their verification region is fairly large ( $3 \times 5 \mathrm{~nm}$ ) and thus does not indicate whether detailed, tactical cell avoidance is supported by the forecasts. This report will introduce an additional performance criterion to assess flight-path choice, and will use a finer resolution grid to determine whether reflectivity forecasts provide useful, fine-scale reflectivity information.
II. THE TRACKING AND EXTRAPOLATION OPERATION
A. General Overview

1. Preprocessing

Any radar data set generally requires some pre-processing before it is suited to meteorological interpretation. The storm cases in this report have all been gathered at the MIT $10-\mathrm{cm}$ radar (see Table II-1) or at the NSSL (National Severe Storm Laboratory) $10-\mathrm{cm}$ Norman and Cimarron radars. Clutter suppression is done at MIT using a block mean level canceller (Anderson, 1981) and is not done at NSSL. To handle range ambiguities, the MIT radars use a random phase technique (Laird, 1981) while the NSSL radars have an expanded integrator mode.

The NSSL data required special pre-processing because of the presence of range-rings in expanded integrator data. In expanded integrator mode, three out of every four reflectivity mode pulses are suppressed, but during the suppression the klystron acts as a large noise source: hence rings appear. (See Appendix $C$ for a description of how the rings are removed.) Also, the data sets obtained were not collected with automated tracking in mind: There is less than $360^{\circ}$ coverage, the azimuthal limits change, and sometimes the number of elevation angles changes. Also, occasional glitches have been found in the indicated azimuth.

The data are run through a series of programs to produce fairly consistent volume scans: collections of fixed elevation scans in azimuth, with elevation varying from near zero to 10.0 degrees or so. The MIT data are collected with full $360^{\circ}$ coverage. In both the MIT and NSSL data, the volume scan update time is approximately 5.0 minutes, as it will be in NEXRAD.

The MIT site is in the vicinity of many skyscapers; of ten "cells" will appear that in reality are only reflections from storms in other areas. The reflections occur in the azimuth sector $90^{\circ}$ to $180^{\circ}$ (north being $0^{\circ}$ ). For the cases observed, however, there was not a substantial amount of reflection at the dBz levels under investigation. If there were, echoes would be introduced with a velocity opposite to that of the true echoes.

For either radar, reflectivity estimates are not accepted unless the signal-to-noise ratio $\mathrm{S} / \mathrm{N}$ exceeds 0 dB . For the MIT radar, a 0 dBz target at a range of 25 km produces a $0 \mathrm{~dB} \mathrm{~S} / \mathrm{N}$ return. All returns within 30 km and below $1.5^{\circ}$ elevation are censored from both data sets to minimize close in clutter.*
*This ability to ignore the clutter-contaminated bottom elevation tilt data at close range was an important advantage of volume scan data.

TABLE II-1

## M.I.T. TESTBED RADAR CHARACTERISTICS

Antenna

Aperture
Gain
Sidelobe Levels
Beanwidth
Polarization
Maximum rotation rate Height

## Transmitter

Source
Frequency
Peak Power
Pulse Width
P.R.F.

Receiver

Pre-selector
RF amplifier
Noise figure
STALO
COHO
Bandwidth
STC
STC curve
M.D.S.

Digital Signal Processor

A/D Convertexs
Range sample spacing
Number of range gates procesed
Algorithm
Processor out.put.

18 feet
42 dB
-26 dB minimum
$1.45^{\circ}$ oneway horizontal
6 r.p.m. (both axes)
312 ft. above m.s.l.

VA87 klystron
2705 MHz
1 MW
1 microsecond
Variable ( 1200 Hz max.)
tunable cavity
solid state
4 dB
crystal controlled
30 MHz crystal
1.1 MHz

PIN diode at RF
Programmable $-103 \mathrm{dBm}$

10 bits I; 10 bits $Q$ 1/16, 1/8, 1/4, 1/2 n.m. 288
pulse-pair processing Oth, lst, 2nd moments

```
P.R.F. - pulse repetition frequency
STALO - stable local oscillator
COHO - coherent oscillator
STC - sensitivity time control
M.D.S. - minimum detectable signal
```

For the purpose of computing the altitude of a radar cell and in the interests of simplicity, a flat-earth is assumed with straight-line propagation.

## 2. Tracking and Forecast Map Generation

The three trackers are then run on the pre-processed data. Figure II-1 shows how the track associations are performed. As a byproduct, the centroid tracker produces volume cells, sets of fixed-level contours on conical surfaces at the various elevation angles. In the actual generation of forecasted reflectivity maps, it has been decided initially to ignore storm growth and decay. What remains is to utilize the displacement vectors from the various trackers to make forecasted maps. Section $I$ briefly discussed the rationale for attaching the tracking vectors to fixed-dBz-level contours in order to make reflectivity predictions. The alternative would be to translate the radar cells themselves or the cells resampled onto a Cartesian grid. The problem with this is that differential motion will cause the cells to move apart, producing a confusinglooking reflectivity map. Methods to put the cells back together into storm segments would necessarily be heuristic. An attractive alternative and our chosen approach is to translate the fixed-dBz-level contours. Contours represent a useful compaction of the information content of the raw pixel positions. As the prediction time is increased and fine-scale information becomes less useful, the information content of the contours can be reduced still further by keeping only the lower-order coefficients of a Fourler expansion of the contours (Duda and Blackmer, 1972): this provides a natural way of smoothing the contours.

One difficulty with using reflectivity contours is that, due to the technical details of contour generation, small storm patches may be excluded. This is of concern for very short forecast times, where the reflectivity pixels themselves (truth map) may provide a better forecast (so-called persistance forecast) than translated contours. To address this problem, the contour algorithm has been adjusted to incorporate small storm areas. Figure II-2 is a typical truth map for a Massachusetts storm; Fig. II-3 shows the corresponding contours, without translation. Figures II-4 and II-5 are a comparison pair from an Oklahoma storm. The contours are quite faithful to the reflectivity actually present.

The next step is to attach track velocities to the various volume cells. In the case of the centroid tracker, the association between track velocity and volume cell is already defined. For the correlation and Crane trackers, volume cells are assigned averages of the track velocities in the immediate neighborhood of the dBz -weighted cell centroid.

The forecast is made by assuming constant track speed, thus curved tracks would not be handled correctly. The volume cells are translated in

INITIAL APPROACH: STRAIGHT-LINE EXTRAPOLATION OF CURRENT WEATHER PATTERN BASED ON LOCAL OR GLOBAL TRACKS

THE TRACKERS:
(1) FIXED-LEVEL REFLECTIVITY CELLS TRACKED BY CENTROID

(2) TRACK LOCAL MAXIMA IN REFLECTIVITY FIELD

(3) CROSS-CORRELATE REFLECTIVITY FIELDS AT DIFFERENT TIMES


Figure II-1. Tracking/prediction methods we have evaluated.


Figure II-2., II-3. Truth map and filled contours for a Massachusetts storm.



Figure II-4., II-5. Truth map and filled contours for an Oklahoma storm.
a straight-line horizontal motion with no provision for growth or decay. There is no limitation on which reflectivity level could be forecast, but typically 30 dBz has been chosen in this report because that appears to be a favorable level for the centroid tracker. In one case the data have required the choice of a 20 dBz level, and 40 dBz was suitable for another case. There is no reason why something closer to the full dBz information originally found within the volume cell could not be kept during the forecast, and in fact such a procedure is suggested in Appendix A, which describes a forecasted reflectivity product designed for NEXRAD implementation.

After the contours are translated, they are clipped between two specified altitude limits. The limits in this report were chosen to be 0 and $4 \mathrm{~km}(\sim 12,000$ feet $)$ to be analogous to a NEXRAD, low-altitude reflectivity layer. These clipped contours are then projected downwards onto a Cartesian grid, with a pixel size of 1 km by 1 km .
B. Details of the Storm Slices

The details of construction of the storm slices generally follow Bjerkaas and Forsyth (1980a). A radial is searched for a segment of minimum length 2.3 km which exceeds the chosen threshold, typically 30 dBz . Adjacent radial segments are combined to form a cell slice if the segments overlap by a minimum amount of 1.2 km . These cell slices define a set of contours on conical surfaces. Bjerkaas and Forsyth combine cell slices at different elevations into a volume cell if their centroids are separated by no more than 2 km in the x or y coordinates (horizontal). We examined tracking of such volume cells previously (Brasunas and Merritt, 1981), and we decided to form volume cells instead by looking for an area overlap of cell slices. Typically, we require a 10 percent overlap. Figure II-6 shows centroid track results with the original volume cell definition for an MIT August 5, 1981 storm. Figure II-7 shows the same storm tracks with the revised definition of a volume cell. (The square is for the initial scan). Note the improvement in track error.

## C. Details of the Centroid Tracker

Our implementation of the (dBz-weighted) centroid tracker follows the description in Bjerkaas and Forsyth (1980a). Starting with the largest volume cell in the current volume scan, associate with it the largest volume cell in the previous scan whose centroid lies in a box of length $2 \mathrm{~V}_{\text {max }} \Delta \mathrm{t} \mathrm{km}$, where $\Delta \mathrm{t}$ is the volume scan time difference in minutes and $\mathrm{V}_{\text {max }}$ is the storm speed 1 imit ( $2.0 \mathrm{~km} / \mathrm{min}$ for the work described here.) The box is centered on the current volume cell position. The association list is kept for up to 12 time steps, and the current track velocity is determined by passing a best-fit line through the associated centroid positions.


Figure II-6. Tracks of original volume cells.


Figure II-7. Tracks of revised volume cells.
D. Details of the Correlation Tracker

The correlation tracker is a simple, single-displacement tracker with no consideration of track history, because it does not track "objects". The current observation field is divided into a square-box array, with a typical box length of 28 km . Each square is translated to find the best correlation match within the prior radar volume scan. The derived displacement determines the tracker velocity. Further details can be found in Appendix A.
E. Details of the Crane Tracker

The original work on the Crane algorithm was done at Lincoln Laboratory in the mid-70's under FAA sponsorship (Crane, 1979). The algorithm finds local maxima in reflectivity within a minimum-dBz-level contour, which we have variously chosen to be 20,30 , or 40 dBz . We have set this level to the same value we use for the centroid tracker. We keep all local maxima inside the contour, by resetting the parameter which determines the minimum peak kept. Peak cell characteristics such as area are determined from the contour 3 dB down from the local maxima. It is hoped that these peak cells correspond to convective cells. Peak cell match is determined over time by a weighted consideration of agreement in reflectivity level, area, height, and advection-corrected centroid position. The set of peak cells that match at any one time form a threedimensional entity known as a volume cell, much smaller than the volume cells found by the centroid tracker. The current track velocity is determined recursively, by computing a weighted average of the most recent displacement and the previous-step track velocity. The weights used are 0.4 for old track velocity and 0.6 for current displacement. Unlike the other trackers, there is a non-zero initialization velocity; we have used $17 \mathrm{~m}^{-1}$ from the direction of $250^{\circ}$. After the second displacement, the Crane tracker results generally appear to be close to their "steady-state" value. We have noted erratic tracker performance if the volume scan time difference approaches 15 minutes.

Although the Crane algorithm can process Doppler information in addition to reflectivity, this does slow down the algorithm and we did not find an improvement in tracker performance. Thus we have chosen to work on reflectivity alone.

## F. Persistence/Status-Quo

A persistence forecast simply predicts that nothing at all changes. Our persistence forecasts are not generated from contours. All radar cells in the altitude range of $0-4 \mathrm{~km}$ are kept which exceed the reflectivity threshold (generally 30 dBz ) of our centroid tracker volume cells. Point targets are removed by rejecting radial segments less than three bins long.

The remaining radar cells are projected downwards on a Cartesian grid of pixel size 1 km by 1 km . This pixel map serves both as "truth", against which the other forecasts are compared, and as the persistence forecast itself.
A. Subjective Methods

Each tracker produces a vector field which is updated with each new volume scan. These fields can be checked for internal consistency, both spatially and temporally. These fields can be checked for agreement with wind data obtained from soundings, and with the actual storm motion that occurs.

The trackers in combination with the storm contours produce pixelbased prediction maps. These maps can be qualitatively compared with the true reflectivity maps.

## B. Objective Methods

The forecast map and the truth map are both pixel-based. Our objective scores are in terms of false alarms and false safes; the first scoring method, the "area" method, tallies false alarms and false safes on a pixel-by-pixel basis. A false alarm occurs when a pixel is predicted to be above threshold, but is not. A false safe occurs when a pixel is predicted to be below threshold, but is not. The probability of false alarm (PFA) is defined as the ratio of false alarms to alarms. The probability of false safe (PFS) is defined as the ratio of false safes to "hazards" (pixels above threshold). Hence the probability of false safe satisfies the equation

$$
\mathrm{PFS}=1-\mathrm{POD},
$$

where POD is the probability of detection. Figure III-1 shows, by means of cross-hatching, how false alarms and false safes are related to the extent to which forecasted areas and "true" areas do not overlap.

Due to the finite range of the radar, accurate predictions cannot be made near the periphery. Hence false alarms and false safes are determined only out to the maximum range minus a distance equal to the product of storm speed and prediction time interval. Furthermore, errors of one pixel are not counted in the false alarm and false safe statistics. That is, when a contour is being translated, a tiny error may determine whether or not it crosses a particular pixel boundary. To free the statistics of this pixel "quantization" effect, a false alarm is not recorded unless, for a predicted pixel, neither that pixel nor any of its eight nearest neighbors is above the threshold. A similar approach is taken to tallying false safes. This approach will of course make the false safe and false alarm statistics look better, but it is felt that a one pixel error is not meaningful, especially in light of the technical differences in the construction of the truth maps and forecast maps.

FLIGHT PATHS FA-FALSE ALARM FS-FALSE SAFE C-CORRECT PREDICTION


Figure III-1. Objective evaluation of forecasts.

The area approach to false safes and false alarms reflects our success in putting the storm cells in the right places. It is of obvious use in watershed management. It is of use to air traffic control because if the storm cells are extrapolated to correct positions, we will know when departure gates, descent corridors, and so on will certainly be affected by a storm.

Our second approach to tallying statistics, the so-called "flight-paths" approach, is not done on a pixel-by-pixel basis. Rather, flight-paths are drawn through the radar data. If a given flight path intersects at least one pixel predicted to be above threshold, but not a single pixel actually above the threshold, this is one false alarm. Similarly if a given flight path intersects at leas $\bar{t}$ one above-threshold pixel, but not a single pixel predicted to be above threshold, this is one false safe. (See Fig. III-1.) The flight-path approach takes into consideration quantization effects and the edge of field effect, as does the area method.

Rather than use actual air-routes, we have chosen so far to use many air routes, such that almost every location has flight-paths going through it in all directions. We use a Monte-Carlo technique to generate 2000 straight paths; this appears sufficient to give us a uniform density of paths. Also, in the highly specialized case where the predicted and truth contours are circles of the same diameter, it is possible to derive an analytic answer for false safes and false alarms for both the area and flightpaths methods. This has been done, verifying our area statistics to be correct, and our flight-path statistics to be correct to within a few percent. Figure III-2 shows the results of the analytic calculations, although it must be warned that the curves are somewhat loosely drawn. Note that POD and PFA sum to one in this specialized case.

Figure III-2 indicates that the flight-path statistics will generally look better than the area statistics. This is a real effect, since even when a storm contour is extrapolated to a slightly wrong position, it may still prevent some flights from entering the hazardous region.

The flight-path statistics obviously depend on the lengths of the paths used to generate the statistics. On the one hand, the area statistics are mathematically equivalent to employing very short paths. On the other hand, our flight paths are randomly placed in a circle of radius 135 km , and so have a maximum length of 270 km . These issues are discussed at greater length in section VI-B.

Tallying false alarms and false safes allows us to objectively compare the various trackers. However, it must be stated at the outset that the meaning of the statistics of the trackers in an absolute sense, as opposed to their relative ranking, is not well understood. The cost structure is not known for false alarms and false safes. It is probably correct


Figure III-2. Detection and false-alarm probabilities for circular hazardous regions.
to say that airway efficiency dictates the choice of a tracker whose false alarms do not exceed a certain rate, while safety demands that the sum total of false safes be minimized. Additionally, the credibility of the trackers will suffer if the false alarm rate is too high.

## IV. FIVE STORM CASES

Five storm cases are examined in detail, three observed at MIT and two at NSSL. Data are considered out to a range of 130 km . We have full $360^{\circ}$ coverage from M.I.T, and azimuthal sectors from NSSL. The volume scan update time is generally six minutes.

Other sources of data can be considered in the future, if these sources provide volume coverage with a pencil-beam radar, with an update time of roughly six minutes. All data, regardless of source, are put into a common format before further processing.
A. General Characteristics and Subjective Evaluation

1. August 5, 1981 at M.I.T.

On August 5, 1981, a cold front was approaching New England from the west. A very warm and humid air-mass lay ahead of the front, and active thunderstorms developed throughout New England. At the time of the radar observations, the front was in the vicinity of the New York-Massachusetts border. Table IV-1 gives various details of the storm and the various trackers. On this day the clutter filter was not implemented; therefore radar returns with mean speed less than $0.3 \mathrm{~m} \mathrm{~s}^{-1}$ have been rejected in s of tware.

Figures IV-1 and IV-2 show two truth maps roughly thirty minutes apart. Track velocities appropriate for the earlier time are shown in Figs. IV-3, 4, and 5. For the centroid tracker, numerous volume cells are not in track; they are assigned zero velocity. In Fig. IV-3, the short crossbars are the vector tails, and the canonical length in the lower leftcorner represents $1.0 \mathrm{~km} / \mathrm{min}$. Many of the centroid velocities are towards the north-east, but there is considerable scatter. There is definitely a problem in maintaining track; this has been a problem for the centroid tracker in all the cases we have investigated when a storm is spatially extended. By comparison, the correlation and Crane vectors show temporal and spatial consistency. The direction of the Crane vectors is not much different from the initial direction, but the speed is only half of the initial value. Figures IV-6, 7, and 8 show the various prediction maps.

The various trackers agree with actual storm motion, except for the considerable scatter in the centroid velocities. There is general agreement in direction between the storm motion and the environmental winds, as might be expected since there was little vertical shear of the winds.
2. August 11, 1981 at M.I.T.

On August 11, 1981, a squall line formed in advance of a $\mathrm{N}-\mathrm{S}$ cold front in New York state. Table IV-2 gives the various details for this

```
Storm
General storm motion
dBz structure
Echo tops
Centroid velocity
Correlation velocity
Crane velocity
0.5 km/min. towards 70
Sounding at Chatham, MA
\begin{tabular}{rl}
\(0-10 \mathrm{kft}\) & \(0.9 \mathrm{~km} / \mathrm{min}\), towards \(75^{\circ}\) \\
\(10-20 \mathrm{kft}\) & \(0.9 \mathrm{~km} / \mathrm{min}\). towards \(80^{\circ}\)
\end{tabular}
```



Figure IV-1. to IV-4. M.I.T. 8/5/81 30 dBz .

MIT 8/5/81 30 dBz


Figure IV-5. to IV-8. M.I.T. 8/5/81 30 dBz .

## TABLE IV-2

| Storm | August 11, 1981 at M.I.T. |
| :---: | :---: |
| General storm motion | $0.6 \mathrm{~km} / \mathrm{min}$., towards $74^{\circ}$ |
| dBz structure | 54 dBz maximum; $\mathrm{SW}-\mathrm{NE}$ line extending more than 200 km ; centroid tracker and Crane tracker run with 30 dBz threshold; contours cover $5-10 \%$ of total area, and intercept $46-55 \%$ of flight-paths |
| Echo tops | Some cells up to 28 kft , more extensive area at 22 kft |
| Centroid velocity | $0.8 \mathrm{~km} / \mathrm{min}$. towards $55^{\circ}$, much scatter |
| Correlation velocity | $0.8 \mathrm{~km} / \mathrm{min}$. towards $60^{\circ}$ |
| Crane velocity | $0.8 \mathrm{~km} / \mathrm{min}$. towards $60^{\circ}$ |
| Sounding at Chatham, MA |  |
| 0-10 kft | $0.8 \mathrm{~km} / \mathrm{min}$. towards $45^{\circ}$ |
| 10-20 kft | $0.8 \mathrm{~km} / \mathrm{min}$. towards $75^{\circ}$ |

MIT 8/11/81 30 dBz


Figure IV-9. to IV-12. M.I.T. 8/11/81 30 dBz.

MIT 8/11/81 30 dBz


Figure IV-13. to IV-16. M.I.T. 8/11/81 30 dBz.
storm. Figures IV-9 and IV-10 are two truth maps spaced roughly thirty minutes apart.

Figures IV-11, 12, and 13 show the various track velocities for the earlier truth map. Figures IV-14, 15 , and 16 show the corresponding prediction maps. The predominant motion is towards the northeast, but there is considerable scatter in the centroid velocities. This manifests itself in the scatter in the centroid-based prediction map.

The correlation and Crane track vectors agree fairly well with the actual storm motion, although they are about $15^{\circ}$ counter-clockwise from the correct direction. Many of the centroid vectors do not agree with the storm motion, again reflecting difficulties in tracking extended storms. There is some vertical shear in the horizontal winds, and the higher-level winds agree fairly well with the actual storm motion.
3. August 12,1981 at M.I.T.

On August 12, 1981, a storm system developed to the south of New England. Table IV-3 gives the details for this storm. Figures IV-17 and IV-18 are two truth maps spaced roughly thirty minutes apart.

Since this storm has compact elements, it would have been expected that the centroid tracker should perform well. Such, however, was not the case. The available storm fragments of ten did not qualify as volume cells; in this case we assign them a zero velocity. Figure IV-19 shows only one volume cell, which was assigned a fairly reasonable velocity. Figures IV-20 and 21 show that there were several correlation velocities, and many Crane velocities. Figures IV-22, 23, and 24 show the various prediction maps.

The correlation and Crane velocities agree fairly well with the actual storm motion. Agreement is less good with the centroid tracker, and many storm fragment do not qualify as volume cells. There is substantial speed shear but little direction shear in the horizontal winds; the upper level wind roughly agrees with the actual storm motion.
4. June 19, 1980 at NSSL

On June 19, 1980, severe thunderstorms formed in advance of a slowmoving warm front and an upper-level short wave. On this day, Cimarron reflectivities were about 10 dBz low, so 10 dBz have been added to the figures in Table IV-4. Figures IV- 25 and 26 show two truth maps spaced 35 minutes apart. Figures IV-27, 28, and 29 give the track velocities, and Figs. IV-30, 31 , and 32 show the corresponding prediction maps.

Unlike the M.I.T. cases, there is much better agreement between the actual storm motion and the centroid velocities than between the storm motion and the correlation or Crane velocities. One noticeable difference

| Storm | August 12, 1981 at M.I.T. |
| :---: | :---: |
| General storm motion | $1.1 \mathrm{~km} / \mathrm{min} .$, towards. $45^{\circ}$ |
| dBz structure | 35 dBz maximum; very scattered 20 dBz cells; towards the end of the observation run, a 30 dBz cell appeared in the south; centroid tracker and Crane tracker run with 20 dBz threshold; contours cover 1.5 to $4.0 \%$ of total area, and intercept $26-50 \%$ of flight-paths |
| Echo tops | Some at 16 kft , but tops are generally near 10 kft |
| Centroid velocity | $0.5 \mathrm{~km} / \mathrm{min} . \operatorname{towards} 65^{\circ}$, (cells often not in track) |
| Correlation velocity | $1.0 \mathrm{~km} / \mathrm{min}$. towards $55^{\circ}$ |
| Crane velocity | $1.0 \mathrm{~km} / \mathrm{min}$. towards $45^{\circ}$ |
| Sounding at Chatham, MA |  |
| 0-10 kft | $0.6 \mathrm{~km} / \mathrm{min}$. towards $70^{\circ}$ |
| $10-20 \mathrm{kft}$ | $1.2 \mathrm{~km} / \mathrm{min}$. towards $75^{\circ}$ |

## MIT 8/12/81 20 dBz




Figure IV-21, to IV-24. M.I.T. $8 / 12 / 8120 \mathrm{dBz}$.

TABLE IV-4

| Storm | June 19, 1980 at NSSL (Cimarron) |
| :---: | :---: |
| General storm motion | $0.5 \mathrm{~km} / \mathrm{min}$., towards $125^{\circ}$ |
| dBz structure $\dagger$ | 57 dBz maximum; E-W "line" structure extending 60 km ; centroid tracker and Crane tracker run with effective 30 dBz threshold; contours cover $2-3 \%$ of total area, and intercept $20 \%$ of flight-paths |
| Echo tops | Southern cell exceeds 40 kft ; closer cell partly exceeds 40 kft |
| Centroid velocity | $0.6 \mathrm{~km} / \mathrm{min}$. towards $140^{\circ}$, (scattered) |
| Correlation velocity | $0.5 \mathrm{~km} / \mathrm{min}$. towards $90^{\circ}$ |
| Crane velocity | $0.7 \mathrm{~km} / \mathrm{min}$. towards $85^{\circ}$ |
| Sounding at Oklahoma City |  |
| 0-10 kft | $0.4 \mathrm{~km} / \mathrm{min}$. towards $0^{\circ}$ |
| 10-20 kft | $0.7 \mathrm{~km} / \mathrm{min}$. towards $100^{\circ}$ |

$\dagger \mathrm{dBz}$ 's read low - 10 dBz have been added to the recorded data

NSSL/C 6/19/80 20 dBz


Figure IV-25. to IV-28. NSSL/C 6/19/80 20 dBz .


Figure IV-29. to IV-32. NSSL/C 6/19/80 20 dBz .
about this Oklahoma storm is that there is considerably more vertical shear of the horizontal wind, especially in direction. When substantial shear is present, there is greater likelihood of severe storms, and of the various storms moving in different directions.

On this particular day, our closer cell began with a motion to the east, and then intensified and turned to the southeast. A nearby storm also moved to the southeast, while another storm in the north moved due east. Eastern travel follows the higher-level winds, but travel to the southeast is not following the environmental winds. Previous research in storm tracking has divided storm motion into translation, which follows the environmental winds, and propagation, which results from steady-state growth/decay. When the environmental winds turn clockwise with height, a storm often travels to the right of the environmental winds.

The correlation and Crane trackers seem to be following the translation. This is not surprising in the case of the Crane algorithm, which was designed to follow the translation of individual cells. Various attempts were made to enable the correlation tracker to follow the net storm motion. Correlating dBz instead of liquid water content ( $\sim \mathrm{Z}^{1 / 2}$ ) had little effect. Correlating a higher altitude reflectivity layer, $4-8 \mathrm{~km}$, had little effect. Changing the basic pixel size had little effect. Changing the size of the correlated region had little effect. What did matter was changing the time interval between correlated scans. Correlating scans fifteen minutes apart produced a velocity vector of $0.4 \mathrm{~km} / \mathrm{min}$. towards $120^{\circ}$, which is very close to the actual motion.

Over time the correlation and Crane algorithm consistently produce the wrong direction of storm motion. Hence the observed forecast errors are not the result of curved storm trajectories.

## 5. April 13, 1981 at NSSL

On April 13, 1981, severe thunderstorms developed along a cold front boundary. Storm details are given in Table IV-5. Figures IV-33 and IV-34 are two truth maps, roughly twenty minutes apart. Due to the vagaries of volume scan update times and azimuthal scan limits, we cannot verify a forecast longer than 20.0 minutes on this day. Figure IV-35 shows the centroid velocities, which are bothered by the extended nature of this storm. Figure IV-36 shows the correlation velocities. There is some scatter, but the same scatter is also observed in Hamidi et al. (1983), who also track this storm. The Crane velocities in IV-37 show considerably more uniformity. Figures IV-38, 39, and 40 show the corresponding prediction maps.

This NSSL storm also shows storm motion to the right of the correlation and Crane velocities, and substantial vertical shear of the horizontal wind. However, the centroid tracker is not noticeably better, as it is hindered by the extended nature of this storm.

## TABLE IV-5

| Storm | April 13, 1981 at NSSL (Norman) |
| :---: | :---: |
| General storm motion | $1 \mathrm{~km} / \mathrm{min} .$, towards $90^{\circ}$ |
| dBz structure | 68 dBz maximum; approximate $\mathrm{SW}-\mathrm{NE}$ line extending beyond 200 km ; centroid tracker and Crane tracker run with 40 dBz threshold; contours cover $5 \%$ of total area, and intercept $38 \%$ of all flight-paths |
| Echo tops | Exceeding 40 kft in some regions |
| Centroid velocity | $1 \mathrm{~km} / \mathrm{min} .$, erratic direction |
| Correlation velocity | $0.8 \mathrm{~km} / \mathrm{min}$. towards $65^{\circ}$ |
| Crane velocity | $0.9 \mathrm{~km} / \mathrm{min}$. towards $65^{\circ}$ |
| Sounding at Oklahoma City |  |
| 0-10 kft | $0.6 \mathrm{~km} / \mathrm{min}$. towards $20^{\circ}$ |
| 10-20 kft | $1.0 \mathrm{~km} / \mathrm{min}$. towards $70^{\circ}$ |

NSSL/N 4/13/81 40 dBz


Figure IV-33. to IV-36. NSSL/N 4/13/81 40 dBz .


Figure IV-37. to IV-40. NSSL/N 4/13/81 40 dBz .
B. Objective Evaluation of the Forecasts

Figures IV-41 through IV-68 present the false safe and false alarm statistics for the five cases studied. Each storm, except for the fifth, has 10 , 20 , and 30 minute forecasts. These forecasts are evaluated by the area and flight-paths methods. The results will now be briefly summarized.

For August 5, 1981, area evaluation of the thirty-minute forecasts indicates that the correlation and Crane trackers both provided improvements over persistence in false alarms and false safes. The centroid tracker appears to have problems with extended storms. Similar improvement over persistence is seen in the twenty-minute forecasts, but not in the ten-minute forecasts. The ten-minute forecasts are more sensitive to the fact that the storm slices cover only 85-92 percent of the area covered by truth, and 90 percent of the flight paths covered by truth. Hence for short forecast times, the trackers have relatively high false safes. The relative ranking for ten-minute forecasts thus to some extent reflects this "missing area" effect rather than the goodness of the trackers.

The flight-paths performance results show no clear winner among the three trackers. There is also no clear preference for a tracker as opposed to persistence. It appears that growth and decay, and rearrangement of cells due to differential motion, made it difficult for a storm tracker to improve over persistence when it comes to identifying those flight-paths which cross a hazardous region versus those flight-paths which do not.

The results are much the same for August 11 , when the storm also had a line structure. Here, however, the forecasts show skillt for correlation and Crane even at 10.0 minutes, by the area criterion. This case, furthermore, shows relative skill under the flight-paths criterion for the Crane and correlation trackers at 20 and 30 minutes.

August 12 was a day of fast-moving, compact storm fragments, and proved difficult for the Crane and correlation trackers. The centroid tracker might have been expected to perform well on compact storms, but there was a problem with storm fragments not qualifying as volume cells. Under the area criterion, Crane and correlation were superior to the centroid tracker, and showed occasional skill against persistence at 30 minutes. On this day of compact storms, no tracker proved skillful under the flight-path criterion.
†The skill of a tracker is determined relative to persistence. Since it is always possible to design a forecaster with either no false alarms or no false safes, a forecast is not considered skillful unless it ha, both fewer false alarms and fewer false safes than a persistence forecast.
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Figure IV-41. $8 / 5 / 8110 \mathrm{~min}$. pred., Area method.
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Figure IV-42. $8 / 5 / 8110 \mathrm{~min}$. pred., Flight-paths method.
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Figure IV-43. 8/5/81 20 min. pred., Area method.
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Figure IV-44. $8 / 5 / 8120$ min. pred., Flight-paths method.
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Figure IV-45. 8/5/81 30 min . pred., Area method.



Figure IV-46. 8/5/81 30 min. pred., F1ight-paths method.
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RADAR 8/11/81 30 DI2 11.0 MIN. PRED. FLIGHT-PATHS RETHOD TRUTHisolid CEMTilong dash CORRishort dash CRanEidotted
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Figure IV-48. 8/11/81 11 min. pred., F1ight-paths method.
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Figure 1V-49. 8/11/81 21 min. pred., Area method.
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Figure IV. 50. 8/11/81 21 min. pred., Flight-paths method.
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Figure IV-51. $8 / 11 / 8130 \mathrm{~min}$. pred., Area method.
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Figure IV-52. $8 / 11 / 8130$ min. pred., Flight-paths method.
-RADAR O $8.12 / 81$ 2 $0^{-}$DEZ 10.0 HIN. PRED. - AREA - METHOD
TRUTHissild CENTilong dash CORRishort dash CRANEIdotted


RADAR $8 / 12 / 8120$ DEZ 10. MIN. PRED. AREA METHOD
TRUTM:solid CERT:Iong dash CORRishort dash CRAME:dotted


Figure IV-53. $8 / 12 / 8110 \mathrm{~min}$. pred., Area method.
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Figure IV-54. 8/12/81 10 min . pred., Flight-paths method.


RADAR - E12/81 20 DIZ 20.0 MIN. PRED. AREA NETHOD TRUTHisoldd CEMTilong doeh CORRishort dash CRAMEidetted


Figure IV-55. $8 / 12 / 8120 \mathrm{~min}$. pred., Area method.
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Figure IV-56. 8/12/81 20 min. pred., Flight-paths method.
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Figure IV-57. $8 / 12 / 8130 \mathrm{~min}$. pred., Area method.
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Figure IV-58. 8/12/81 30 min. pred., Flight-paths method.



Figure IV-59. 6/19/80 10 min . pred., Area method.
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Figure IV-62. 6/19/80 20 min. pred., Flight-paths method.
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Figure IV-65. 4/13/81 10 min. pred., Area method.
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Figure IV-67. $4 / 13 / 8120 \mathrm{~min}$. pred., Area method.
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The June 19 case at NSSL presents quite a different picture. Here the Crane tracker is clearly the worst, and this is believed due to the substantial propagation present. The centroid tracker works quite well on this compact storm, being skillful relative to persistence under the area criterion for 20 - and 30 -minute forecasts. Correlation appears to be intermediate in skill between the centroid and Crane trackers. There is no consistent skill under the flight-paths criterion for any of the trackers.

On the April 13 NSSL storm, the centroid tracker was hindered by the extended nature of the storm, and there was less vertical shear of the horizontal wind. Thus it is not surprising that under the area criterion, the three trackers are more closely matched in performance for 30 -minute predictions. All three show skill at 30 -minute predictions; apparently skill is easier to achieve for extended storms. There is not much skill under the flight-paths criterion, except for the correlation tracker.

## A. General Characteristics

The three MIT cases generally had low vertical shear of the horizontal wind, and the storm motions agreed with the correlation and Crane tracker to within $15^{\circ}$ in direction. Agreement was somewhat poorer between the storm motion and the $10-20 \mathrm{kft}$ winds. In one case, storm fragments appeared to travel $30^{\circ}$ to the left of the winds. The centroid tracker was generally quite erratic.

The two NSSL cases were characterized by higher vertical shear of the horizontal wind. The storms moved $20-25^{\circ}$ to the right of the upper-1evel winds, and these winds roughly agreed with the correlation and Crane trackers. The centroid tracker performed well when the storm was not extended.

Thus we see that there are several failure modes for the trackers. The centroid tracker performs poorly when storms are extended; then contour merging and splitting leads to erratic centroid motion. The correlation and Crane trackers perform poorly when there is substantial propagation, since they tend to follow the translation alone rather than the vector sum of translation and propagation. Propagation can be ascribed to "steady-state" growth/decay, and propagation to the right of the mean environmental winds occurs when the horizontal wind turns clockwise with height (veering, as opposed to backing). Finally, all the trackers are sensitive to non-steady-state growth/decay.

Translation represents the motion of particular convective cells, which typically move with the steering-level wind. Propagation represents the impulsive growth of new cells. When the environment has an organizing shear, the propagation can occur in a uniform fashion such that the storm envelope steadily moves in a direction different from the individual cells, which have lifetimes around 15 minutes. Atkinson (1981) summarized the research done on propagation, and presented a table demonstrating the tendency of storms to move to the right of the mean wind (see Fig. V-1); the data in this figure are from storms where the wind veered. Table $\mathrm{V}-1$ further demonstrates the rightward tendency of storms.

Propagation can cause storms to move to the right when the winds are veering because new cell growth tends to form on the right flank (see Fig. V-2). Case (a) is the generally accepted case, where individual cells follow the mean wind and new cells form on the right flank. The other cases allude to the possibility that the cells themselves may move to the left or the right of the winds. New cell formation on the right flank can be qualitatively understood in terms of the conservation of horizontal momentum. As upper-level air descends, lower-level air approaches it on the right flank and is forced upward, leading to new cell growth. The right flank will also be the site of greatest shear, turbulence, and general hazardous weather.


Deviation of storm motion from direction of mean wind as a function of echo diameter. Regression line based on radar echo observations as shown. (After Newton and Fank hauser 1964a.h.)

Figure V-1. Storm deviation. (Atkinson)

## TABLE V-1

THERMODYNAMIC STABILITY, WINDSHEAR AND MOVEMENT OF CERTAIN
WELL-DOCUMENTED MULTI-CELL STORMS

| Case study | $\left({ }^{\circ} \mathrm{C}\right)$ | $\begin{aligned} & \text { Veering } \\ & \text { in } \\ & \text { subcloud } \\ & \text { (deg) } \end{aligned}$ | $\begin{aligned} & \text { Mean wind } \\ & \text { in } \\ & \text { subcloud } \\ & \left(\mathrm{deg} / \mathrm{ms}^{-1}\right) \end{aligned}$ | Mean wind from surface to 10 km ( $\mathrm{deg} / \mathrm{ms}^{-1}$ ) | $\begin{gathered} \text { Storm } \\ \text { motion } \\ \left(\mathrm{deg} / \mathrm{ms}^{-1}\right) \end{gathered}$ | Shear in cloud layer $\left(s^{-1}\right)$ | Propagation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | Individual cells | Discrete |
| Browning and Ludlam (1960) | $+1$ | 160 | 150/08 | 210/21 | 225/18 | $2.5 \times 10^{-2}$ | No propagation | Right |
| Chisholm (1966). 18 July 1964 | +4 | 40 | 240/07 | 235/26 | 250/12 | -- | - No propagation | Right |
| Chisholm (1966), <br> 21 July 1964 | +4 | -90 | 250/06 | 230/17 | 250/10 | -- | No propagation | Right |
| Alhambra storm, 12 July 1969 | $+2$ | 30 | 020/30 | 245/11 | 300/09 | 2.0 | Right | Right |
| Rimbey storm, 16 July 1969 | +4 | 30 | 150/04. | 240/11 | 240/11 | 2.0 | Left | Right |
| Benalto storm, 17 July 1968 | +3 | 45 | 150/04 | 265/07 | 305/09 | 1.5 | Right | Right |
| Sylvan lake storm. 25 July 1968 | +6 | 80 | 010/04 | 275/13 | 315/16 | 2.0 | Right | Right |
| Carstairs storm, 17 July 1969 | +4 | 120 | 250/03 | 265/15 | 295/12 | 4.0 | Right | Right |
| Butte storm, 11 July 1970 | +7 | 10 | 140/06 | 235/16 | 310/07 | 4.5 | Right | Right |

Source: Marwitz (1972b).
(Atkinson)


Schematic diagrams of storm mevement by propagation (see text). (After Marwitz. 1972h.)
Figure V-2. Theory of propagation.
(Atkinson)

Ludlam (1980) suggests that -(Ri), the negative of the bulk Richardson number, should not be much greater than 1 for an organized cumulonimbus updraft to develop (and hence severe storms). The bulk Richardson number is defined as

$$
-(\overline{\mathrm{Ri}})=(\Delta w)^{2} /(\Delta u)^{2},
$$

where $\Delta w$ is the updraft speed determined from parcel theory and $\Delta u$ is the vertical shear of the horizontal wind. Strong shear tends to organize the thunderstorm flow and allow the storm to become severe, while buoyancy disrupts the flow. The stronger storms tend to propagate. We saw this in our June 19 data, and Ludlam notes it, too (see Fig. V-3). In Ludlam's figure, storms initially moving with the wind turned to the right when they became more severe. Thus strong shear indicates that propagation can occur, not necessarily that it will occur. Ludlam notes that storms sometimes split into diverging pairs, with the storm moving more to the right more likely to be accompanied by a tornado.

Propagation is relevant to this study because we are trying to predict the motion of storm envelopes; this motion is the vector sum of translation and propagation. The Crane algorithm appears to follow translation alone. This result also seems to appear in Wieler et al. (1982); a comparison of the Crane and centroid trackers applied to two Oklahoma storms. They show six instances where the centroid tracker goes $20-50^{\circ}$ to the right of the Crane tracker; one case where the centroid tracker goes $30^{\circ}$ to the left; and one case where the trackers are about the $s$ ame.

The correlation tracker also tends to follow translation alone. Austin and Bellon (1974) note the tendency of some Montreal-area storms to move to the right of correlation-based predictions. More extensive followup work by Bellon and Austin (1978) sees no such tendency, but propagation is not generally expected in a low-shear environment such as Montreal. Smythe and Zrnic' (1983) express the belief that correlation would follow the total motion, but we see that it generally tends to follow the translation alone. As described earlier in this report, correlating scans 15 minutes apart can make the correlation tracker follow the total motion. Improved correlation performance in terms of following total motion might also be achieved with the binary-match algorithm in which displacements are determined by maximizing the overlap of a previous contour with the current field of contours.

The amount of shear present is related to the type of thunderstorms which can be expected. When the shear is high, supercell storms are possible. Storms will be long-lasting, perhaps accompanied by hail and tornadoes, and may have erratic motions. When the shear is moderate multicell storms are likely, such as squall lines. Propagation is a possibility. When the shear is low, expect poorly-organized air-mass storms.


The paths of several cumulonimbus near Oklahoma City on the afternoon of 26 May 1963, as determined by radar situated at the center of the range rings. The thickened lines indicate where the storms were severe and had hook echoes (191).

Figure V-3. Veering storms.
(Ludlam)

Theorists have attempted to model propagation. Marroquin and Raymond (1982) were able to model propagation in multicell storms, but not in supercell storms. Wilhelmson and Chen (1982) were able to achieve rough agreement with new cell development.

## B. Area and Flight-Path Results

The objective comparisons show that the centroid tracker performed poorly on extended storms, and on one of the compact storms. Correlation and Crane performed well on the low-shear MIT cases, but less well on the highly-sheared NSSL cases. Generally, the algorithms showed less skill (relative to persistence) at 10 -minutes forecasts than at 20 minutes or 30 minutes. Generally, the trackers showed more relative skill under the area criterion than the flight-paths criterion. Overall, compact storms appeared the hardest to forecast well.

The relatively lower skill at 10 minutes is easy to understand. The goodness of a reflectivity forecast is largely dependent on three factors: the goodness of the extrapolated cell slices; the goodness of the translation vectors; and the extent to which non-steady-state growth/decay can be ignored. For short forecasts, the first factor is dominant. For a zerominute forecast, a truth prediction is perfect. However, any of the trackers use cell slices, and these typically cover only $85-90$ percent of the area covered by truth. Hence a very-short tracker forecast will have more false safes than persistence. Zero-minute tracker forecasts for August 5, 1981, have no false alarms, and typically 10 percent "area" false safes and 6 percent "flight-paths" false safes.

When cell slices are translated for a non-zero forecast interval, the total area covered by the slices can either increase or decrease. This depends on whether the translated contours have more or less overlap, and on whether more contours enter or leave the verification space.

The goodness of the trackers is more evident in the area statistics than in the flight-path statistics. The question arises of whether any of our trackers is close to optimal. Since the August 11,1981 storm had little differential motion, we tried as an "optimal" tracker the observed, overall velocity (determined by a binary matching procedure) and applied this velocity to all of the cells. The resulting statistics were nearly identical to the Crane results indicating the Crane tracker performed about as well as possible. On the other hand, this result indicates one can equal the performance of any of the trackers by guessing a single vector (for storms with little differential motion). On a low shear day, an obvious candidate would be the 700 mb (millibar) or 500 mb wind; however the correlation velocities seem generally to be superior. Hence a correlation or Crane tracker derived velocity makes about as good a forecast as the observed storm velocity on low-shear days; this is also stated in Bellon and Austin (1978). Best-fit track velocities provide little improvement over correlation or Crane, because forecast errors are due largely to echo growth and decay.

Since the trackers show very little relative skill under the flightpaths criterion, this indicates that growth and decay cannot be ignored in the division of flight-paths into "safe" and "hazardous". On the other hand, storm areas can be forecast with relative skill, even while ignoring growth/decay.
VI. CONCLUSIONS AND RECOMMENDATIONS

## A. Which Trackers to Use

The data requirements and processing times of the various trackers (coded in Fortran and run on a Perkin-Elmer 3240 computer) are shown in Table VI-1. It is felt that the current version of the Crane algorithm should be dropped from serious consideration for a NEXRAD algorithm because a performance benefit has not been found that merits the substantial computations required. It is possible that the high-spatial-resolution velocities provided by a refined Crane algorithm may prove useful in turbulence or cell growth/decay studies. However, Crane (1982) has reported that the cluster divergence and rotation numbers produced by the current algorithm are not reliable.

The challenges to any tracker are contour merging and splitting, translation/propagation, and growth/decay (including genuine storm merging/splitting, as opposed to contour merging/splitting). None of the trackers investigated attempts to address growth/decay. The Crane algorithm is immune to merging/splitting, but does not follow propagation. The centroid tracker is bothered by merging/splitting, but otherwise can follow translation and propagation. The correlation tracker is immune to merging/splitting, but usually does not follow propagation. It can follow propagation, also, if scans a sufficient time apart are correlated. A binary-match correlation algorithm may follow propagation.

The choice of tracker is influenced by the kind of storm expected. This expectation will be partly determined by site, and partly determined by the particular conditions on a particular day. Correlation would be preferred for storms similar to the Massachusetts cases considered, and centroid tracking might sometimes be preferred for storms similar to the Oklahoma cases. These results are applicable to other areas; for instance, Montreal has Massachusetts-like storms. A morning sounding will indicate whether enough shear is present to make propagation possible. Table VI-2 indicates how the tracker choice might be made on the basis of such a sounding.

## B. Implications for Air Traffic Decision Making

It was determined that the trackers do show skill relative to persistence under the area criterion, but not under the flight-paths criterion. The interpretation is that the trackers can forecast storm areas with relative skill, but do not separate safe from hazardous flight-paths with skill. It must be borne in mind that the flight-paths in this study were straight-line segments in a circle of radius 135 km ; hence their mean length is $4 / 3$ the radius, or 180 km . En route airways of ten have straightline segments even longer than this. The area criterion is mathematically

|  | TRAC | BLE VI-1 <br> NG ALGORITHMS | TRACKING ALGORITHMS |  |
| :---: | :---: | :---: | :---: | :---: |
| Algorithm | Input Spatial <br> Resolution ( $x, y, z$ ) | Required Reflectivity Resolution | Computing Time on PE 3240 | Required Update |
| persistence | - | - | - | - |
| centroid <br> tracker (*) | raw data | $\sim 3 \mathrm{~dB}$ | ~3 seconds | ? |
| correlation tracker | $2 \times 2 \times 4 \mathrm{~km}$ | $\sim 3 \mathrm{~dB}$ | $\sim 50$ seconds | <15 min. |
| peak-ce11 | raw data (**) | 1 dB | $\sim 500$ seconds | <15 min. |
| (*) not including time to generate cell slices(**) performance degradation when beamwidth exce |  |  |  |  |

TABLE VI-2
TRACKER CHOICE

## PREFERRED TRACKER

|  | mostly translation | MOSTLY PROPAGATION (SIEADY GROWTH/DECAY) |
| :---: | :---: | :---: |
| COMPACT STORM | CENTROID | CENTROID |
| EXTENDED STORM | CORRELATION | correlation * |
| *WITH LARGER TIME difference; 10-15 Minutes instead of 6 Minutes |  |  |

the choice of tracker is partly site dependent
storms in oklahoma tend to be more compact than in massachusetts

THE CHOICE OF TRACKER IS PARTLY DEPENDENT ON SYNOPTIC CONDITIONS SOUNDING WILL INDICATE WHETHER ENVIRONMENTAL WINDS SUPPORT PROPAGATION u PPER-LEVEL JET MAY PLAY A ROLE
equivalent to employing very short flight-paths. Hence this study indicates that forecasts not employing growth/decay are skillful in flight-path selection only for paths shorter than 180 km . If an attempt were made to plan a 180 km or greater storm penetration path 30 minutes in advance, persistence would be as good as a tracker-based forecast, even if the forecast correctly predicted the actual storm motion.

Hence, the trackers do not help in planning in advance a long, storm penetration path; one can do just as well using persistence. However, the trackers do show skill in forecasting storm areas (and therefore short flight-paths). Hence the trackers can be used to predict the time interval when storms will impact on approach/departure gates, descent corridors, and runways. It does not appear justified to predict precisely a long penetration path once the impacting has begun, but the forecasts could prove useful in anticipating when one may need to divert traffic to another gate or another corridor, or to plan a short penetration path. The role of these forecasts lies more in route planning for weather avoidance than in route planning for weather penetration. Also, since the trackers do show skill in estimating storm speed and direction, they could be used for estimating arrival times of storm complexes for times longer than thirty minutes, although for longer time intervals it must be borne in mind that the storm motion may not be steady.

## C. Future Work

There are various avenues for further research. The flight-path statistics could be calculated with an avoidance buffer around the predicted storm elements. The flight-paths statistics could be run with actual aì routes and/or descent corridors. Multi-dBz-level predictions could be made, as advocated in Appendix A.

A more ambitious endeavor will be to attempt to predict growth and decay. As described in the introduction to this report, a detailed mesoscale model based on fundamental physics will not be feasible in an operational environment, and in fact is only beginning to appear in the research community. Less ambitious approaches to predicting growth/decay involve: simple, linear extrapolation; statistical models based on the concept of a typical life history; and simple models based on isolated physical phenomena such as topographic forcing.

Alaka et al. (1979) and Saffle and Elvander (1981) have found the extrapolation of dBz tends useful for 12 -minute forecasts, but not for 36 minutes. Tsonis, Bellon and Austin (1981) have not found any benefit to dBz extrapolation in the Montreal area. Hence it does not appear that linear extrapolation of dBz levels has much to offer.

Bellon (1981) examined orographic effects in the Montreal area. He found the inclusion of preferred areas of growth and decay would lead to
only moderate forecasting improvements. However, orographic effects would be more important in other areas such as Britain, and there the inclusion of topography may prove beneficial. Whether to include topography in reflectivity forecasts would therefore be site dependent.

There remain several promising areas for growth/decay research. Research should be pursued in relating storm growth/decay to storm convergence/divergence as derived from Doppler data. Research should also be pursued in developing a statistical model of convective cells, to decide when to forecast growth/decay. And topography could be included when the site warrants it.
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## APPENDIX A. RECOMMENDED NEXRAD ALGORITHM FOR PREDICTED PIXEL

 MAPS OF REFLECTIVITY
### 0.0 FOREWORD

This appendix describes the tracking/extrapolation procedure recommended for adoption as a NEXRAD algorithm on the basis of the work discussed in the body of this report. The algorithm wording assumes that the reader is conversant with contemporary weather tracking techniques and terms such as are discussed in the NEXRAD algorithm document (Ref. 3). The FAA needs short term (5-30 minute) predicted locations of hazardous weather regions for real time air traffic control use by controllers and/or pilots. These predictions will be used for tactical planning of air route usage, airport approach/departure corridors and runway usage. The predicted regions from various NEXRAD radars used by an ATC control facility will be automatically mosaiced in a Center Weather Processor (CWP) and then distributed to the various users in response to user requests.

The initial capability for tracking and prediction will consist of extrapolated high reflectivity regions as embodied in predicted pixel maps for time periods 10,20 and 30 minutes in the future. Pixel maps are preferred (as opposed to contours) to facilitate the CWP mosaicing task. Certain ATC users with a very limited communications/display capability (e.g., general aviation aircraft) may not be in a position to effectively display the predicted regions as well as the current weather situation. For these users, it will be necessary to provide vectors showing the direction and speed of movement for major storm features.

### 1.0 PROLOGUE

### 1.1 Functional Description

The prediction maps represent estimates for reflectivity fields TP minutes ahead, where TP will typically be 10,20 or 30 minutes. These reflectivity maps contain Cartesian pixels, each representing a maximum reflectivity between specified lower and upper altitude coverage limits. The predicted maps are generated by extrapolating discrete regions of a current reflectivity map at a constant vector velocity for time TP. There are two types (TYP) of velocities: TYP=1 come from the NEXRAD Storm Tracking algorithm, and TYP=2 come from a correlation tracker very similar to the Transverse Wind algorithm. The choice of TYP will be based on site specific meteorological experience and input from the principal user. A more complete description now follows.
a. Velocity Vectors and Storm Components from the Storm Processing Algorithms

The current NEXRAD Storm Segments and Storm Centroids Algorithms [Ref. 3] determine various parameters, including the centroid, of isolated storm elements known as volume cells. These volume cells are those parts of the storm whose reflectivity exceeds a threshold (ZT). Currently, one threshold (typically 30 dBz ) is used.* In addition to the calculations performed in these two algorithms, the prediction map algorithm requires for each volume cell the total $x-y$ extent (i.e. the volume cell
"footprint"). From the Storm Tracking and Storm Forecast Algorithms, the speed and direction of the volume cells are computed. The volume cell footprints, centroids and velocities are inputs for the prediction map generation algorithm described below.
b. Cross-correlation Velocity Vectors

The second type of translation vector is computed by cross-correlating layered reflectivity maps. In the current NEXRAD implementation, there are three layers and the choice of level is to be a user-selectable option. The $0-12,000$ layer is recommended as a default.

The linear size of the Cartesian pixel in the reflectivity layer (XSCALE) is an important factor in the algorithm accuracy and computation time. Preliminary investigations indicate that 1 ) 2.4 km is a good value for correlating maps acquired five minutes apart if a parabolic fit (see Fig. A-1) is used to determine the peak of the correlation matrix, 2) 4.8 km is too coarse to determine accurately motion in a five minute period, and 3) true 1.2 km resolution is of ten not available in the data due to beamwidth constraints and in any case does not improve the overall performance.

Assign the storms a maximum speed, SPDLIM, set to $2.0 \mathrm{~km} / \mathrm{min}$ as a default. Then the maximum lag IDX which must be computed is

$$
\operatorname{IDX}=\frac{\operatorname{SPDLIM} \mathrm{x} \Delta T}{\mathrm{XSCALE}}
$$

where $\Delta T$ is the time interval between the two layers being correlated.
Boxes within the earlier reflectivity layer map are to be correlated with displaced boxes in the later layer. A margin IDX around the edge of the earlier layer is ignored (see Fig. A-2) to avoid storm segments which may leave the coverage area. Within the border, boxes with a length of
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THE SAME IS DONE FOR THE Y-COMPONENT
Figure A-1, Interpolation-deriyed correlation peak.


CORBOX km are to be correlated. Preliminary work indicates CORBOX $=28.0$ km is a reasonable value. The box centers are to be spaced by an amount CORBOX*CORADV. CORADV $=1.0$ is suggested as a default (boxes non-overlapping).

The correlation can be performed either on fields of dBz or of liquid water content (LWC), which satisfies the equation $L W C^{2}=z / 0.048$, where $z$ is in units of $\mathrm{m}^{6} / \mathrm{m}^{3}$ and LWC has units of $\mathrm{g} / \mathrm{m}^{3}$. Similar results have been obtained for $\mathrm{dB} z$ and LWC, so LWC is suggested. IF LWC is chosen, pixels with undefined reflectivities (due, for instance, to low $\mathrm{S} / \mathrm{N}$ ) are to be assigned 0. If dBz is chosen, pixels with undefined reflectivities are to be assigned DBZMIN (suggested default $=10 \mathrm{dBz}$ ), and pixels with defined reflectivities below DBZMIN are to be reset to DBZMIN. In either case, to insure meaningful correlations demand that a fraction FRAC (suggested default $=0.36$ ) of the pixels in both the earlier and later boxes be defined -- if not, a correlation coefficient is not computed for that particular box and lag. Correlation coefficients are not to be used to compute a displacement unless the peak correlation exceeds RHOMIN (suggested default. $=0.55$ ).

The correlation-determined displacements are now defined on a (partly-filled) checkboard; when divided by $\Delta T$, these are correlation velocities. The velocities are determined at other points by a process of extrapolation which preserves the original values. The process is an iterative one, where boxes with undefined values are assigned unweighted averages of the eight nearest neighbors. Correlation-determined velocities $c$ an now be assigned to the volume cells, by assigning to each cell the velocity closest to the cell centroid.

## c. Prediction Map Generation Given Volume Cell Vector Velocities

For each volume cell there is now available a footprint, a centroid and a centroid-based or correlation-based velocity. For each $x-y$ pixel within the radar coverage there are three reflectivities at differing altitudes; assign to each $x-y$ pixel the maximum dBz. From the maximum-dBz product so created, select out the set of pixels falling within the $x-y$ extent of a volume cell footprint, on a cell-by-cell basis. Move each set by an amount $V$ x TP, where $V$ is the velocity corresponding to that cell. In general, the footprint will not move an integral number of pixels in the $x$ and $y$ directions, and so the projected footprint must be resampled onto the pixel map. To do this, assign to each pixel in the prediction map the maximum $d B z$ of the projected, overlapping pixels. If projected footprints overlap, assign maximum values to the pixels involved. In addition to the prediction maps, the fields of velocity vectors (with x-y position) are to be available as output. For either tracker, the output field is to be just those velocities assigned to volume cells.

### 1.2 Source

The volume cell selection and centroid tracker are existing NEXRAD algorithms[3]. The correlation tracker is very similar to the existing transverse wind algorithm. Additional research on the centroid and correlation tracker has been done at MIT/Lincoln Laboratory by Mark Merritt and John Brasunas [1,2] who developed the prediction map algorithm described here.

Differences between the correlation tracker described above and the Transverse Wind Algorithm [3] are:

## Correlation Tracker

works on layer

- $x-y$ coordinate system
- radius of search dependent
on $\Delta T$ only
correlation box is $28 \times 28 \mathrm{~km}$
- calculates vectors for
all boxes
uses lower spatial resolution
References

Transverse Wind
works on PPI
r, $\theta$ coordinate system
radius of search depends on centroid-tracker output
box size variable between $5 \times 5$ and $50 \times 50 \mathrm{~km}$
calculating vectors for up to four viewing windows, 10 boxes per window
uses original resolution

1. J. C. Brasunas and M. W. Merritt, Short-Term Prediction of High Reflectivity Contours for Aviation Safety, 9th Conference on Aerospace and Aeronautical Meteorology, June 1983.
2. J. C. Brasunas, this report.
3. NEXRAD Algorithm document, May 1983.
1.3 Processing Environment

This algorithm requires the results already available from the Storm Segments, Storm Centroids, Storm Tracking and Storm Position Forecast algorithms. Results are also required from the layered reflectivity products. It is assumed that the reflectivity data and storm components used meet the NEXRAD accuracy requirements. In particular, it is assumed that
clutter from ground and moving objects has been suppressed in generation of the layered reflectivity maps and the storm components, as have other reflectivity error sources such as:
(1) obscuration by out of trip weather,
(2) asynchronous pulse interference,
(3) transmitter leak through, and
(4) sidelobe leak through by strong weather echoes in the same range rings.
2.0 INPUTS
2.1 Identification

| PREDTIM | $=$ extrapolation time, in minutes, of prediction map |
| :--- | :--- |
| VECTYP | $=1$ for centroid tracking, 2 for correlation tracking |
| NOMVEL | $=$ nomimal tracking velocity when no output is available |

THRESHOLD $=$ which of the thresholds in the storm processing algorithms to use (if more than 1 exists)
$\operatorname{VCEN}(\mathrm{I})=\quad=\quad$ centroid velocity for Ith volume cell
$\operatorname{CENT}(\mathrm{I})=$ centroid of Ith volume cell
STORM(I) $\quad=\quad$ storm components and identifiers of the Ith volume cell

ZLAYER(J) $\quad=\quad$ Jth reflectivity layer
LEVEL $\quad=\quad$ reflectivity layer to correlate
PIXMIN $\quad=\quad$ desired pixel size (km) of reflectivity layer before correlation (corresponds to XSCALE)

SPDLIM $\quad=\quad$ storm speed limit ( $\mathrm{km} / \mathrm{min}$ )
TDELTA $\quad=\quad$ desired time difference in minutes between correlated layers (corresponds to $\Delta T$ )

CORBOX $=$ length of correlation box (km)
CORADV $=$ spacing of correlation boxes
DBZMIN $\quad=\quad$ lower threshold for dBz fields
FRAC $\quad=\quad$ fraction of pixels within correlation box which must have valid reflectivities in order to compute correlation-based displacement

ICORTYP $=$ type of correlation to perform - 1 for LWC and 2 for DBz

RHOMIN $\quad=\quad$ minimum correlation for which a correlation-based displacement is condsidered valid

### 2.2 Acquisition

PREDTIM, VECTYP and THRESHOLD and NOMVEL are stored in a table; the values in this table can be changed by the user. THRESHOLD is limited to the set of thresholds present in the storm processing algorithms.
$\operatorname{VCEN}(\mathrm{I}), \operatorname{CENT}(\mathrm{I})$ and STORM(I) are acquired from the storm processing algorithms.

ZLAYER(J) is acquired from the reflectivity layering algorithm LEVEL, PIXMIN, SPDLIM, TDELTA, CORBOX, CORADV, DBZMIN, FRAC, ICORTYP and RHOMIN have default values which are stored in a table; the values in this table can be changed by the user.
3.0 PROCEDURE

### 3.1 Algorithm

BEGIN ALGORITHM (prediction and velocity maps)
1.0 GET PREDTIM, VECTYP, THRESHOLD and NOMVEL from the table.
2.0 DO FOR ALL (current volume cells of chosen theshold)
2.1 Get centroids and velocities
2.2 WRITE (centroids into CENT)
2.3 WRITE (centroid velocities into VCEN)
2.4 Get storm components and identifiers
2.5 Determine $X-Y$ extent of volume cell
2.6 WRITE (X-Y extent into FPRINT)

END DO
3.0 Get the latest reflectivity layers
4.0 IF (VECTYP is 2) THEN
4.1 Get correlation parameters from the table. Set flag if an unreasonable computing load will result.
4.2 Get specified LEVEL of reflectivity layer closest to TDELTA minutes in the past. Store actual time difference in $\Delta T$.
4.3 DO WHILE (layer pixel size is less than 0.8*PIXMIN) Degrade resolution of past and current reflectivity layers by a factor of two, by averaging four pixels into one. Each layer now has $1 / 4$ as many pixels as before.

END DO
4.4 Store actual pixel size, after averaging, in XSCALE.
4.5 COMPUTE (NPTS)
4.6 COMPUTE (NSPAC)
4.7 COMPUTE (IDX)
4.8 COMPUTE (IMINPT)
4.9 IF (ICORTYP IS 1) THEN
COMPUTE (LWC)
ELSE
Replace undefined reflectivities with DBZMIN. If any reflectivities are below DBZMIN, reset them to DBZMIN.
END IF
4.10 Excluding a margin of $I D X$ pixels in the older layer, partition the observation space into boxes NPTS pixels on a side. Box centers are to be spaced NSPAC points.
4.11 DO FOR ALL (Boxes in older layer)
4.11.1 IF (MORE THAN IMINPT POINTS IN BOX ARE VALID
THEN)
DO FOR ALL (LAGS OUT TO +IDX) COMPUTE (CORRELATION) END DO
ELSE Set flag for not enough valid points. END IF
4.11.2 IF (peak of correlation array has $X$ or $Y$ component equal to $\pm$ IDX) THEN Flag this box as exceeding speed limit.
ELSE IF (Any of the four nearest neighbors of peak have an undefined correlation) THEN Flag this box as having a poorly determined peak.

## ELSE

COMPUTE (Interpolated peak of correlation array)

END IF
4.11.3 WRITE (Peak correlation into CORVAL)
4.11.4 $\frac{\text { WRITE }}{\text { lation) }}$ (Interpolated displacement of peak corre-
4.11.5 WRITE (Center of correlation box into CORPOS)

END DO
4.12 DO FOR ALI (BOXES)

IF (CORVAL exceeds RHOMIN AND interpolated peak is defined) THEN COMPUTE (Correlation-based velocities)

ELSE Set flag for low correlation.
END IF

END DO
4.13 WRITE (CORRELATION VELOCITIES INTO VCOR)
4.14 IF (There is at least one defined velocity) THEN

DO WHILE (There are undefined velocities)
Assign temporary velocities to undetermined boxes - the average of the defined subset of the eight nearest neighbors. When finished with field, consider the temporary velocities to be defined. Keep track of which velocities were originally undefined.

END DO
END IF
4.15 Assign to each volume cell the nearest correlation velocity.

END IF

```
5.0 Assign to each X-Y pixel in the radar coverage the maximum of
    the reflectivities in the three altitude layers. This
    creates a composite reflectivity map.
6.0 IF (VECTYP is 1) THEN
    VPRED is centroid velocity.
    ELSE IF (VECTYP is 2) THEN
    VPRED is the extrapolated set of correlation velocities.
    END IF
7.0 IF (VPRED is undefined) THEN
    END IF
8.0 DO FOR ALL (Current volume cells of chosen threshold, and
    PREDTIM)
    8.1 Select out the pixels in the composite reflectivity map
        which fall within the volume cell footprint.
    8.2 Move the subset of pixels by the amount (VPRED*PREDTIM)
    8.3 Resample projected pixels onto Cartesian array.
    8.4 IF (A projected pixel lands on a pixel previously
            defined by moving another volume cell) THEN
            Assign greater dBZ value to that pixel.
        END IF
9.0 Establish a quality control table, which contains the flags
    for high processing load, no defined velocities, NPTS, NSPAC,
    IDX, and which volume cells have been assigned correlation
    velocities which were not in the originally defined set.
    Also establish a map of flags for the correlation boxes:
    speed limit exceeded, peak poorly determined, low correla-
    tion, and not enough valid points.
END ALGORITHM (PREDICTION AND VELOCITY MAPS)
```

```
3.2 Computation
```


### 3.2.1 Notation

```
IMINPT \(=\) minimum number of pixels within box required to be valid LWC \(=\) liquid water content corresponding to a pixel ( \(\mathrm{g} / \mathrm{m}^{3}\) )
Z = reflectivity of a pixel (mm}\mp@subsup{|}{}{6}/\mp@subsup{\textrm{m}}{}{3}
C = correlation coefficient
N = NPTS*NPTS
X = Z or LWC in earlier layer
Y = Z or LWC in later layer
IMAX = X-coordinate of peak correlation lag
JMAX = Y-coordinate of peak correlation lag
IINT = X-coordinate of interpolated peak correlation lag
JINT = Y-coordinate of interpolated peak correlation lag
EPSX, EPSY = offsets of interpolated peaks
S(1),S(2),S(3) = correlation coefficients at (IMAX-1, JMAX),
                                    (IMAX, JMAX), (IMAX+1, JMAX)
T(1),T(2),T(3) = correlation coefficients at (IMAX, JMAX-1),
    (IMAX, JMAX), (IMAX, JMAX+1)
VCOR = correlation-based velocity (km/min)
DISP = interpolated displacement (km)
\DeltaT = time difference between current and past reflectivity layers (min)
XSCALE = pixel size (km) after averaging (if any)
```


### 3.2.2 Symbolic Formulas

COMPUTE (NPTS)
NPTS $=$ IFIX(CORBOX/XSCALE +0.5 ). Flag if less than 2.
COMPUTE (NSPAC)
NSPAC $=$ IFIX (NPTS*CORADV + 0.5). Flag if zero.
COMPUTE (IDX)
$\operatorname{IDX}=\operatorname{IFIX}(\triangle \mathrm{T}$ SPDLIM/XSCALE + 0.5). Flag if less than 4. COMPUTE (IMINPT)

IMINPT $=$ NPTS*NPTS*FRAC
COMPUTE (LWC)
$L W C=(Z / 4.8 E-2)^{1 / 2}$, where $d B Z=10 \log 10(Z) . \quad L W C=0$ if $Z$ not defined. COMPUTE (CORRELATION)

$$
C=\frac{\int X Y-\left(\sum X\right)(\Gamma Y) / N}{\left(\sum X^{2}-\left(\sum X\right)^{2 / N}\right)^{1 / 2}\left(\sum Y^{2}-\left(\sum Y\right)^{2 / N}\right)^{1 / 2}}
$$

Summation is over all pixels in a box.
If these are not IMINPT valid pairs, leave correlation undefined.
COMPUTE (INTERPOLATED PEAK OF CORRELATION ARRAY)
$\left.E P S X=0.5^{*}(S(3)-S(1)) / S(1)+S(3)-2 . * S(2)\right)$
EPSY $=0.5 *(T(3)-T(1)) /(T(1)+T(3)-2 . * T(2))$
IINT $=$ IMAX-EPSX
JINT $=$ JMAX-EPSY
COMPUTE (CORRELATION-BASED VELOCITIES)
$\mathrm{VCOR}=\mathrm{DISP} / \triangle \mathrm{T}$

### 4.1 Identification

A set of vectors VCOR which are the correlation-determined velocities. (The centroid-based velocities are available from the storm processing algorithm.)

The various parameters which are under the user's control.
Pixel-based maps of predicted reflectivity.
Quality control outputs: processing load; no defined velocities; bad NPTS, NSPAC or IDX; speed limit, poor peak, low correlation, not enough valid points, which volume cells use an extrapolated correlation velocity.

### 5.0 INFERENCES

### 5.1 Constraints and Validity Range of Parameters

Unrestricted setting of parameters can lead to unreasonably long computation times. Most parameters should not be changed. The dependence of the correlation algorithm on many of the parameters has been investigated. CORBOX, which controls the size of the correlation area and thus the scale on which correlation is preformed, did not greatly impact the algorithm when changed from 28 to 56 km . If FRAC is reduced from 0.36 to 0.18 , erratic correlation displacements are considerably more common.

VECTYP, PIXMIN, and TDELTA are the parameters most subject to change, and their choice depends on the type of weather expected. A reasonable choice of these parameters can be based on atmospheric soundings. VECTYP=1 (centroid tracking) is more suited to small storms, since large storms give problems due to contour merging and splitting. Centroid tracking works well in the presence of strong storm propagation, as may be present in supercell storms. Correlation works well with either small or extended storms (e.g., multicell) if there is no significant propagation (using the default values PIXMIN=2.4, TDELTA=6 min.). If the storm is extended and has substantial propagation, a partial solution has been to increase $\Delta T$ (by increasing TDELTA) in the correlation tracker.

Choice of $\Delta T$ does have a marked effect on the performance of the correlation tracker. For $\Delta T=$ five minutes, correlation tracking tends to agree with the steering level wind. For $\Delta T=15$ minutes, correlation tracking begins to reflect the vector sum of cell translation and storm propagation (if present). $\Delta T=20$ minutes tends to give erratic results. If substantial propogation is suspected, $\Delta T=10$ or 15 minutes would be preferable to 5 minutes (which is suitable in the absence of propagation) or 20 minutes.

Finding the maximum correlation can be a lengthy exercise, if a first guess is not available. Each box (producing one velocity vector) requires the computation of $(2 I D X+1)^{2}$ lags, each of which involves ~NPTS ${ }^{2}$ multiplies. Thus the number of multiplies goes as

$$
\text { Multiplies } \approx \frac{\text { CORBOX }^{2} \text { SPDLIM }^{2} \triangle T^{2}}{\text { XSCALE }^{2} \text { XSCALE }^{2}}
$$

Note the strong dependence on XSCALE. If we let XSCALE vary linearly with $\Delta T$, the computation time goes as $1 / X S C A L E{ }^{2}$. For $\Delta T=s 1 x$ minutes, the above default values, and a radius of coverage of 135 km , the correlation algorithm coded in Fortran typically requires 50 seconds on a Perkin-Elmer 3240, using fixed-point multiply. Going to the full NEXRAD layer coverage of $\approx 230 \mathrm{~km}$ radius, and roughly doubling $X S C A L E$ and $\Delta T$, would give $1 / 4$ the computation time per box, and four times as many boxes, leading again to about 50 seconds per correlation of two reflectivity layers. Thus $\Delta T=12$ minutes and XSCALE $=4 \mathrm{~km}$ are suggested as a second set of reasonable default values, consistent with the NEXRAD update rate and reflectivity layer pixel size. In the absence of propagation, either set is suitable.

The tracking and prediction software is written in Fortran and runs on a Perkin-Elmer 3240. There are over 16,000 lines of code, of which about 7,000 are in the Crane algorithm.

Table B-1 shows some of the programs, together with output files. Figure B-1 shows the procedure for making and evaluating centroid-trackerbased prediction maps. "CFT" refers to the common format tape - all radar data tapes are re-formatted. Figures B-2 and B-3 show the corresponding procedures for correlation and Crane tracking.

TABLE B-1

EXTENSION FOR FILES GENERATED

| ext | Program | Description |
| :--- | :--- | :--- |
| MPT | VERITAS | Truth maps |
| CEN | FLCONT | Centroids |
| CNT | FLCONT | Contours |
| TRK | TRKN | Centroid tracks |
| TOT | TRKN | Centroid totals |
| MPO | COMCAP2 | Centroid prediction maps |
| CAP | ONEVEC | CAPPI's |
| VEC | FLPTG2 | Correlation vectors |
| MP1 | CRANE | Correlation prediction maps |
| CRN | GRID | Crane output |
| VEL | FLPTG2 | Crane velocities |
| MP2 |  | Crane prediction maps |
| File Description |  |  |

NBD : $\qquad$ . EXT


Figure B-1. Centroid tracker flowchart,


Figure B-2. Correlation tracker flowchart.


Figure B-3. Crane-tracker flowchart.

Pulse-pair data taken in the expanded integrator mode at NSSL usually appear to have high-dBz thin rings. These rings are usually 1,2 or 3 range gates wide, and are roughly at range gates 192,384 and 576 (out of 762). There is a slight shift in range gate number if the PRF is changed. Sometimes the ring will be centered on a gate, and sometimes it will be centered between gates.

The goal in tracking and prediction software has been to design software that can be run by a data editor under the supervision of a programmer or staff scientist. Therefore, a completely automatic ring-removal program has been written, which has as input a common format tape (old style) and has as output a corrected common format tape.

The first step is to find the rings. The program takes the highest elevation angle PPI in a volume scan, and hopes to find at least 100 radials. Reflectivity in dBz is computed for each range bin; the dBz is set to zero if the $\mathrm{S} / \mathrm{N}$ is less than 0 dB . For each range, the dBz 's are averaged over azimuth angle. Then, the radial gradient in angle-averaged dBz is computed for each range gate. Going out in range, a ring is said to begin when a gradient over $7 \mathrm{dBz} /$ range gate is encountered. The ring is said to terminate when the gradient goes below 7. Since the ring may have a flat center, the ring is allowed to coast across ICOASTMX low-gradient points. ICOASTMX is currently 1.

The next step in RINGOUT is to replace ringed range-gates with a local average.

The algorithm has been tested on two NSSL data sets: the first one was used to determine the various adjustable parameters, and the second is an independent data set. Excellent results have been obtained in both cases.


[^0]:    *It is our understanding that in the future, three or more threshold levels may be used in the storm processing algorithms.

