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1.0 INTRODUCTION

The Discrete Address Beacon System (DABS) is designed to permit

calls (interrogations) to individual aircraft. The DABS system employs an

Interrogation Management Function (IMF) to reserve time on the RF channel

for calls to, and replies from, these aircraft (referred to as targets),

making sure that they do not overlap. The perfor,nance of the IMF is

important in determining the sensor capacity, the quality of the replies

received from the aircraft for direction finding, and the reliability of the

surveillance and communication functions performed by DABS.

An important adjunct to the IMF is the scheduling algorithm. (See

Figure 1. 1. ) Its input is a list of targets with their ranges . Its output

assigns times on the RF channel for transmission of interrogations to air-

craft and reserves times for the expected replies so that message s,: will

not overlap. The algorithms must also assure a minimum time between

interrogations and minimum computation time.

A good scheduling algorithm increases “channel capacity” by effi-

ciently sequencing the non-overlapping DABS messages into the available

channel time. To do this, the algorithm makes use of the range of the air-

craft to determine when the reply from an aircraft is expected.

>:In this report, the term-message ,, is ~~ed to mean the er. tire RF tran~-

mission, either uplink or downlink. Correspondingly, “’message length”

is used to mean RF transmission duration and is measured in units of tinle
(Ilsec).

1
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The first section of this report presents a general description of an

IMF including how it interacts with the rest of the sensor software system

and how the IMF handles a rotating antenna system versus an agile beam

system. The next section describes the performance measures which are

important in a scheduling algorithm and how these performance measures

are determined. Section 4 describes the constraints and uncertainties which

must be considered in designing the scheduling algorithms. Four diffe rent

scheduling algorithms, meeting the needs of different systems, are described

and evaluated in the following sections. The appendices give examples of

Interrogation Management Functions. A detailed description is also given of

the design of the scheduling algorithms.



2.0 THE INTERROGATION MANAGEMENT FUNCTION

One function of the IMF is the proper scheduling of communication

between the sensor and all aircraft assigned to that sensor. The ATC system

and the DABS sensor reply processor provide the position and identification

of each aircraft so that a roll-call of targets may be maintained in the sensor

track file. The uplink and downlink mes sage lengths are also provided.

With this information, the IMF produces the next transmission time and next

expected reply time for each target. This is the schedule required by the

sensor control program.

In the rotating beam sensor, the IMF restricts the inter rOgatiOn ‘f

targets to the interval during which the targets are expected to be in the

beam. To do this the IMF divides targets into groups with the scheduling

algorithm producing a separate schedule for each group. Such a schedule

consists of the interrogation time, as well as expected reply time, fOr each

target in the group. Essentially, a scheduling algorithm accepts from the

IMF, a list of targets with their unique identifications and ranges and pro-

grams the time of interrogation and reply for each of them. The IMF then

sets the beginning of the schedule of each group to coincide with the beginning

of an interval of time. The group of targets and the interval of time are chosen

such that the beam covers the targets during its interrogation and reply. The

schedule produced by the IMF is used by other parts of the sens Or sOftware tO

control the RF transmitter/receiver.

4



Another function executed by the IMF is the reinterrogation of targets

failing to reply to pretious interrogations, or those which have requested an

additional communication message while the beam is still aligned with the

target. To do this, the IMF makes use of a scheduling algorithm to “dynamic -

ally” assign an interrogation time for the target and to predict the expected

time at which the target will reply. In this case, the interrogation schedule

is computed a very short time in advance of the actual interrogation. This

makes it important that the scheduling algorithm allow sufficient time of

system delays.

The scheduling algorithm which is used ill conjl~nction with the IMF

for a rotating beam sensor has to provide dynamic or short term scheduling,

as well as long term scheduling. “Dyne>’ is an example of a scheduling

algorithm which performs both these functions . In it, scheduling of each

target is carried out by itself \vith no need for information about other targets.

This feature is important for dynamic scheduling when the targets are rein-

terrogated individually within a short time after the receipt of a previo(ls

reply. Dyno also schedules with relatively low computation overhead, an

important feature, for this overhead represents inefficiency for every group

of targets, and a large number of groups must be scheduled in a rotating

beam sensor. A description of Dyno is given in Appendix A.

In the case of an agile beam sensor, a greater degree of freedom

exists for the IMF since the beam can be directed to any azimuth at a given

time in the scaI1. The scheduling algorithm function may then accept fron~

the IMF a large group of targets which may be as many as half the targets

which may be as many as half the targets on the roll -,:all. The schedule

5



produced must be accommodated by a number of separate, fixed length inter-

vals. This task is done by two scheduling algorithms in cascade. The first

algorithm performs what is called Primary Scheduling [ 1]. The output of

the algorithm is one long schedule which is ditided into fixed length intervals

by “secondary scheduling” [z]. The IMF delivers the final schedule, along

with the azimuth of the targets, to other parts of the sensor processor to

control the RF transmitter-receiver. Details of the Interrogation Manage -

ment Function for an agile beam sensor are given in Appendix A.

The primary scheduling function can be done by either the “Full-Ring”

algorithm which has been described in a previous Project Report [3] or the

‘Close-Fit” algorithm. (See Figure 2.1. ) These algorithms both schedule

messages to large groups of targets before the antenna beam is pointing

toward any of these targets, e. g. , schedule once or twice per scan. We

refer to this procedure as scheduling ahead of scan. These algorithms

have the ability to reorder the target interrogation sequence to attain tight

packing of messages. Although they have relatively high computation over -

head, this is not critical for the agile beam sensor IMF, as the Overhead is

encountered only a few times per scan. The Full-Ring algorithm would be

used in the DABS system where message lengths were nearly equal. It is

discussed in Chapter 5 and in more detail in Appendix B. The Close -Fit

algorithnl would be used in systems where message lengths may be unequal

due to the use of varying numbers of bits in communication messages or

different bit rates on the uplink and downlink. The Close-Fit algorithm is

discussed in Chap~:er 6 and in more detail in Appendix C. Loop-Loop is an

algorithm that performs the secondary sche(~.uling function in the IMF of an

agile beam sensor. It is discussed in Chapter 7 and in more cletail in

Appendix E.

6
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3.0 PERFORMANCE MEASURES

From a system point of view, packing efficiency, computation effort

and core requirements are important measures of performance of a schedu-

ling algorithm. For a set of scheduled targets “packing efficiency” is

defined as the ratio of the sum of message lengths scheduled (units of time)

to the channel time from the beginning of the first interrogation to the end of

the last reply. In order to measure the performance, the algorithms under

consideration were implemented in Mix [4], a low level language, that exists

on a hypothetical Mix machine and in a corresponding manner in Fortran.

In order to measure the computation effort in Mix, counters were incorporated

in the Fortran implementation for the corresponding branches of the Mix

implementation. In calculating the computation effort in terms of Mix

machine cycles, each counter is scaled by the computation cycles required

to compute the corresponding branch in the Mix implementation. The algo -

rithms were evaluated by exercising them a large number of times, and

building statistics for packing efficiency and computation effort. (See Figure

2.1. ) The input to the schedulers were sets of target ranges randomly

generated to meet the statistics of the input. The defining parameters for

these inputs were the number of targets, the message length, the range over

which targets are distributed and the distribution of target ranges.

The core requirements for an algorithm are given indirectly in terms

of the list structures required for the algorithms.

8



The response time of an algorithm may be defined as the processing

time required from the receipt of input target list to the time the schedule

is available. In the Full -Ring and Close - Fit algorithms, this would be the

processing time-for the seb of all targets, while for Dyno it would be the

processing time per target. This measure is important in designing the

DABS system software, since it is a measure of the dynamics of the sched-

uling. computation.

9



4.0 DEFINITION OF PROBLEM

The input to an Interrogation Management Function is a set of targets

and their predicted position in (p , e) coordinates as obtained from the sensor

tracker. The outputs are the interrogation times and the expected reply

times for each target.

Besides this basic set of information, other inputs to the schedlzler

include the following:

Parameter

The range over which the targets
are to be interrogated

Range distribution of targets

Uncertainty in range of target

Uplink and downlink message lengths

Number of targets

Multiplicity of fixed calls to a
target

Effect or Reason Needed

In some scheduliilg it may affect the
data base.

This may affect the scheduler
performance.

Equivalent to uncertainty in reply
time; accommodated by reservin~
a longer time for the reply mes:~age.

Needed to determine the amotlnt of
time to reserve for a message On the
channel. The ratio of message
lengths affects the choice of the
scheduling algorithm of nlaximunl
packing efficiency.

Packing efficiency decreases for
small number of targets; for large
numbers of targets the efficiency
reaches an asymptotic value.

Increases in proportion to th(? !?~lnl-
ber of calls to b<: scheduled ahead of
scan.

Additional inputs relevant only to a rotating beam systeln include:

Target azimuth Determines the tirlle the target is
available for interrogation.

10
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Parameter Effect or Reason Needed

Azimuth uncertainty Affects azimuth sector over which
the sensor can interrogate the tar-
get with certainty.

Azimuth distribution (bunching) Bunching, the ratio of the maximum
of targets number of targets per unit azimuth

sector to the mean number of targets

per unit azimuth sector, determines
the total target handling capacity in
terms of the scheduler handling
capacity in a small interval of time.

Sensor beamwidth Determines target dwell time; usable
dwell time decreased by uncertainty
in target azimuth accuracy.

Interrogation message separation To insure that ATCRBS transponders
constraints are suppressed it is necessary that

successive interrogation are sepa-
rated by a least 50 ~sec. This
allows the majority of AT CRBS
transponders to go out of suppres -
sion before being suppressed agzin.

Note that for a rotating beam antenna, the scheduler is restricted to

scheduling a target in the time interval that the target is covered by the

beam. This restriction is not present in an agile beam. In an agile beam,

the switching time between two beam positions would have to be accounted

for by adding it to the message duration,

Thus, as far as a scheduling algorithm design is concerned, the

problem is as follows.

A set of targets with given ranges are to be scheduled in a defined

interval of time. The message length used is the actual message length plus

an added increment that accounts for uncertainties and system function. A

scheduling algorithm is then constructed by one of two distinct methods . In

the first, the targets in the set would be scheduled in any order. This would

apPIY in the case of scheduling ahead of scan. In the other, targets are to

11



be scheduled in a fixed order and within short notice, that is, the targets

are dynamically scheduled.

An added constraint that may be imposed on scheduling algorithms

is the requirement for minimum time between successive interrogations .

Algorithms described in this report are based on a random access

memory with a sequential processor.



5.0 FULL-RING ALGORITHM

A. PURPOSE

The Full-Ring algorithm was first proposed in reference [3]. It

is designed for scheduling targets ahead of scan. Each target is scheduled a

single time. Before scheduling targets, the algorithm reorders the

sequence in which targets are schedul,~d to improve packing efficiency. It is

best suited for interrogation and reply messages that are equal or nearly

equal to one fixed length.

The algorithm needs information about all the targets to be scheduled

before scheduling begins. An appropriate use would be for an agile beam

system, since it provides high packing efficiency for a large number of tar -

gets, and it requires low computation time per target.

B. BASIC CONCEPT

The Full-Ring algorithm output is in schedule cycles where a

schedule cycle is a group of target interrogation times followed by t hei r

reply times. An example Of a cycle is shOwn in Figure 5-1. ln this ‘Cheme,

the computation required to schedule a target is simple once the sequence in

which targets to be scheduled is established. The scheduling of a target next

to a target just scheduled simply entails calculating any delay required so

that the target reply would not overlap the last target reply. Also, a check

is required so that the interrogation is over before receiving the first reply

following the last scheduled interrogation. In case of overlap, the interroga-

tion is placed after the last scheduled target reply to start a new cycle.

13
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To do this, the algorithm assumes that the interrogations and the

replies on the channel will be in the sequence the targets are scheduled. It

also assumes that no isolated interrogation will occur between the times

reserved for replies from other targets.

Targets are scheduled in range order to reduce the loss in time

between adjacent targets. Decreasing range order is used to reduce the loss

on the channel in scheduling the last few targets . Figure 5-2 illi~strates the

basic concept.

A compromise method of ordering the target list, over strict SeqtIcn -

tial ordering, is one which sorts the targets by range into range bins . ‘rhis

decreases the computation effort characteristic from one which increases as

the square of the number of targets to one which increases linearly with the

number of targets. The propagation delay is derived from the range asso-

ciated with each target bin, .*nd the target is considered to be at a range

corresponding to the beginning of this bin. The interval of time reserved

for the reply is increased by an amount equivalent to the width o:f the bitt, so

that the actual target range is irrelevant. This method is computationally

attractive for a large set of targets where strict sequential ordering becon)es

computationally expensive.

Thus, at the beginning, the targets are bin sorted. The first target

scheduled starts a schedule cycle, an exan~ple of which is given in Fig~lre 5.1.

The position of its expected reply is used to check that other interrogations

in the schedule cycle can fall before it. In scheduling a target (i t 1) ill the

cycle, the delay required to move the interrogation of target (i t 1) from its

initial assumed position next to target (i) interrogation, so that its reply does

not overlap the already scheduled target (i) rc~ply, is obtained fron~ Eq. (5. 1).

15
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Delay = 2 (Ri - Ri + ~)/C - (T1 - TR). (5.1)

Ri, Ri + ~ are the ranges of targets i and i t 1. TI, TR are the mc:s -

sage lengths from interrogation and reply. If the delay comes out negative,

no delay would be required.

More targets are placed in the group (cycle) until the time span of an

interrogation overlaps the start of the reply of the first tar~ct in the cycle,

at which time a new grouping (cycle) is started.

Linked List structures are used to store information about targets

that fall in the same bin. This makes efficient use of core storage, for with-

out the the linked structures it would be necessary to reserve, for each bin,

a number of memory words equal to the maximum number of targets that

could fall in a bin. This could increase the core required for bin sort by an

order of magnitude above the one required using linked lists.

c. STRUCTURE OF THE FuLL-RING ALGomTHM

The following seqllence of steps defines the structure and logic

of the Full-Ring algorithm:

1. Schedule a target from the first (i. e. , longest)

range bin. Delete it from bin.

2. If link is equal to zero, bin empty, go to the

next non-empty bin at shorter range. Get a

target and delete it from bin.

3. If this target came from the same range bin as

the previous target scheduled, then no delay is

needed on the interrogation. Go to (5).

17
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4. If this target came from a successive range

bin, then calculate a delay, according to

Eq. (5. 1).

5. If this target’s interrogation, plus its delay,

fit into the available gap between the previous

interrogation and the reply of the first target

in this cycle, go to (7).

b. Start a new cycle in the schedule. Use this

target to initiate it.

7. Schedule this target by calculating its interro-

gation and reply time interval on the RF DABS

channel.

8. If this is not the last target to be scheduled,

go to (2).

9. The schedule is completed.

D. PE.R.FORMANCE

The Full-Ring al Sorithm performance was tested for various

sensor coverage ranges and various target distributions in range. Its per-

formance was observed to be a weak. function of these variations. The algo -

rithm was also stable with different message lengths, provided all the targets

had equal or nearly equal uplink and downlink messages. Figure 5. 3 shows

the channel tinle versus the number of targets scheduled. An uplink mes -

sage length of 50ysec, a dew, nlink message length of 50 l~sec, and a bO -mile

range sensor were used in the runs. Each point in the curve represents the

mean channel time in 50 runs. A bin resol~ltion of 1 mile w,as used. There
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was little variance observed in the distribution for these runs. It is

observed that the packing efficiency of the scheduler reaches 977. for very

large numbers of targets.

For the same runs, the computation time required to schedule the

targets is given in Figure 5.4. The above two runs are representative of

the performance expected from the algorithm.

A constant overhead in computation is used to initialize the list used

for the bin sort and in scanning the bins. This overhead increases with the

number of bin ranges used. A large bi,l width could be used for the bin sort

for a small number of targets. This would reduce the computation overhead

without greatly affecting the packing ef~lciency. Table 5.1 gives the compu-

tation required to schedule 20 targets as a function of “bin width. The packing

efficiency remained fairly constant; the computation dropped from 4.

1.4 kc, a reduction factor of 3, by increasing the bin width from O. 1

3 miles.

7 to

mile to

Table 5.1. Full -Ring Computation Required
To Schedule 20 Aircraft vs Bin.

Bin Width Computation

(in miles) (Kilocycles)

o. : 4.7

0.5 1.9

1.0 1.5

3.0 1.4

20
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Fig. 5.4. Full-Ring computation effort vs number of aircraft.
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The main component of channel time 1>ss incl.lrred between successive

targets in a schedule cycle occurs \VhCII the targets cnmc from different

range bins. This loss is approxin,:~t(~d for the whole schedule by the props

gation delay to the maximulm ran~c target. This assunles that the number

of targets ill a cycle is reasonably large. This component of the channel

time loss is a major part OC the channel time overhead. When successive

targets come from the sa.,le bin, the nlean channel time lOSS per target is

a third of the bin %vidth if the targets are assumed i~niformly !!:istributcd over

the bin. This loss is relatively insi~nificant fc>r hin width of few micro-

seconds and message lengths in the tens of microseconds.

The other channel time loss is the Rap I(:ft l~~t~~’cen tile last interro-

gation ancl the first reply in a schedule r.ycle. The n.ean v-a.lue of this is T/Z,

\vhere T is message length. For the maximum) propagation delay that :[>lllc1

accommodate hfTAK targets per cycle, and for u!liform distribution of tar~cts

bl”~AK
with range, the mean number of targets per ~Y~l[! If is The

loge MTAK .

mean Ilumber of targets per cycle M is sensiti~~c to the distrib~ltion of targets

T/z
lvith range. The corresponding fraction of channel time I.OSS is —.2T x bf

To r

a large number of targets distributed unifOrmly O~er (>O miles this fracti On is

S?;. Figure 5.4 shows the channel time with a constant overhead of 750 Ilsec

corresponding to the 60 mile range propagation delay. The slope of the curve

is 103 ~sec of channel time per target.

targets per cycle.

The al~orithtn packing efficiency

This corresponds to a [mean of 7

degrades at a low nunlhcr (>f tar~ets

where the channel tit~lc overhead pred[]rl~inates. TIIe per forn~ance ;11s0

degrades with uneq[lal uplink and do~vnlink r~lessages or when a gap is forced

between interrogation, as thc!se would increase the tir~~e loss on the ch:]nncl

22
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between successive targets’ Figure 5.5 shows the channel time for an

uplink n~essage of 28 ~sec, a downlink. message of 46 psec, and a required

gap of 22 ~sec between interrogations. In this figure, at 20 targets, the

efficiency of packing drops to 457..

In summary, the algorithm is characterized by a high packing effi-

ciency on the order of 957. or better for scheduling hundreds of targets and

for message lengths that are equal. The corresponding. computation required

to carry out the schedule is 60 cycles/target. The output of the schedule

has targets appearing in decreasing raltgeorder and in cycles where a group

of interrogations is followed by their replies.,

23



1!6-4-158521

840

~

:
= 5,,,

d
z

$
u

UPLINK 28 fisec

DOWN LINK 46 PSCC

280 SPACING BETWEEN INTERROGATION 22 p,..

21 33 45 57

NUMBER OF AIRCRAFT

Fig. 5.5. FullRing channel time vs number of aircraft.



6.o CLOSE-FIT ALGORITHM

A. PURPOSE

The packing efficiency of the Full-Ring algorithm degrades when

the message become unequal. For exanlple, if the uplink messages are of

very short length and the downlink messages are of very long length, the

packing efficiency of Full-Ring algorithm would bc around 50y. for a large

number of targets. Also, if the length of the messages uplink or downlink

are of different lengths it would reserve the maximum message length for all.

This would degrade the packing efficiency of the Full-Ring algorithm to

uplink message t downlink message

2 x Maximum Message Length

possibly a very low value.

The Close-Fit algorithm is designed to schedule unequal length mes -

sages while maintaining high packing efficiency and reasonably low computa-

tion effort.

It is best suited for all agile beam antenna system using messages

which are of unequal length due either to different uplink and downlink bit

rates, or to the use of unequal length communication messages. For a

large number of targets, the algorithm packing efficiency is high and it has

25



a low computation effort per scheduled target. The algorithm schedules

targets in a sequence that is different from the order in which the input is

protided. The algorithm needs the information about all the targets before

starting to schedule them.

B. BASIC CONCEPT

The Close-Fit algorithm is similar to the Full-Ring algorithm

in forming scheduling cycles. Ifowever, the sequence in which targets are

scheduled is not necessarily range ordered. It depends on the message

length of the targets as well as the range of t;~rgets; a mechanism necessary

to improve the packing efficiency of the algorithm. This alters the mecba -

nism of target information storage and the retrieval of a t:.1.get.

The data structure again uscs bin sort to reduce the sorting effort

(which is essentially an information storage nlechanism) by making it linear

with the number of tarSets as opposed to increasing as the square of the

n[lmber of scheduled targets for orclinary sequential sort. Additional arrays

for pointers are established to rcdllce the computation in retrieving the next

target to be scheduled. Linked structures are used to reduce the storage

requirements for accofilmodating the data.

An example of a cycle and a typical output of the scheduler is given

in Figure 6. 1. To reduce channel time loss between messages for adlacent

targets in a cycle, the following relation holds between the last assigned

target i and the target i t 1 to be assigrled next to it in time.

Inti + ~ \ 2Ri + ~/C = R,pi + 2Ri/C . (().1)

26



li8-4-1585j[
INTERROGATION SCHEDULE
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I
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I

,18 117 118 119 II 120

1,4 115 ,18 ,17 II* 1,9 120

, I
650

1
660 610 680

,2, II 122 123 124 125

121 127 123 124 125 126 127 ,28
J

—
1 r

690 ?00 710 720

“-
SCHED\JLE CYCLE

126 127 128 129 130
~

, -;-
730 740

131 132 133
T

134 135

138 137 138 139 140 141 142
—

1 ,
760 770 780 790

138 140 141

143 ,44 ,45 ,46 147 ?48

—~-’’’’-~——’--’’--’” ,
800 820

1
830 840 850 860

Fig. 6.1. An example of Close-Fit output.
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Where Inti + ~ is the interrogation message length of target i t 1, Repi is

the time interval to be reserved on the channel for the reply from aircraft

i, Ri, Ri + ~ are the ranges of targets i and i t 1 and C is the speed of light.

This equation shows the need of using message length besides range in

determining the sequence in which to schedule targets as the message length

is a part of the equation.

H no available target meets the above condition, the target whose sum

of interrogation and propagation delay have the closest value to the desired

sum given in Eq. (6. 1) would be chosen as this would reduce the channel

time 10ss . Once a target is chosen, the delay required to separate the tar.

get interrogation from the end of the last target interrogation is calculated

to insure that the target reply falls after the reply of the last scheduled tar -

get. This is done according to the equation.

Delay- = Repi - Inti + ~ t $(Ri - Ri + 1) (6. 2)

If the delay comes out negative, no delay is required. If the interro-

gation of the target to be scheduled at the required delay overlaps or falls

after the reply of the first target in the cycle, a new cycle is started. The

target with maximum value of the sum of propagation delay and interrogation

among the targets left for scheduling is used to start a new cycle. This

would reduce the loss on the channel time in forming the last cycles in the

schedule. The above algorithm selects targets based on the sum of their

interrogation message length and the propagation delay. (This i. essential

in determining the sequence in which targets are selected. ) Ordering targets
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on the sum of their interrogation and propagation delay reduces the effort in

retrieving a target with a desired sum. A compromise method of ordering

the target list over strict sequential ordering is one which quantizes a given

target sum of interrogation mes sage length and propagation delay in time

bins. This reduces the computation in storing the information about targets.

The sum of propagation delay and interrogation is derived from the value

associated with a time bin. Targets in a bin are associated with the time at

the beginning of the bin. This introduces a resolution error of the width of

a bin in retrieving a target but does not have significant effect on packing

efficiency.

For the purpose of discussion, the bins could be pictured strung

horizontally with bins associated with the lowest time at the left and the

ones with the highest time at the right. For the purpose of accommodating

boundary condition in computation without special computations, two guard

time bins that are occupied with fictitious targets are created at the extreme

left and right of the btis . The extreme left bin is set to represent an arbi-

trarily low value of time and the extreme right bin an arbitrarily large time

value. Actually these bins produce dis continuities in the quantization levels

assumed for the bins. These fictitious targets will be encountered in search

for targets at the extremes of time bin but will be rejected due to the time

values associated with them.

The computation effort in ‘locating an occupied bin is reduced by

establishing additional p,ointers. After the targets are sorted into the time

bins a left link and a right link are established between every bin and the

adjacent occupied bins. To locate a target to the right of an empty bin the
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the thread of right links is followed until an occupied bin is found. The

same goes for the left direction. Upon finding the se two bins, the target

is selected from the bin whose value is closest to the desired bin value.

If both bins are equally distant from the desired time bin, an arbitrary

choice is made for the right one.

As bins at large time value get empty first the computational effort

in locating a target to start a new schedule cycle is reduced by maintaining

an index to the occupied bin associated with the largest time value. This

index is used for starting the search to the first target in a cycle.

Upon scheduling a target, it is removed from the bin to which it was

assigned. If the cycle is started with the last target in a bill, to maintain

the index to the occupied bin associated with largest time value the location

is found of the time bin indicated as occupied and on the left of the bin lust

emptied. The index to the maximum occupied bin is set to this bin. AIsc>,

the right link of this bin is upclated to point to the g~lard bill on the right.

These last two steps are also useful to eliminate from the search in sched-

uling the last targets; the higher valued time bins which become empty at

the beginning of the scheduling. A typical output of the algorithm is given

in F gure 6.1.

c, STRUCTURE OF THE ALGORITI-IM

After establishing the data base described above, the algorithm

structure is as described in the following:

1. Fetch the target from an occupied bin asso-

ciated with highest tinle value.
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Schedule the target.

Delete the target from its bin.

Store its reply as the first reply in the cycle.

Update index to maximum occupied bin.

2. Compute desired time bin for next. target using ‘

Eq. (6.1),

3. Fetch a target from a bin closest to the desired

bin. Calculate delay using Eq. (6. 2).

4. If this target’s interrogation plus its delay fit into

the available gap between the previous target inter-

rogation and the reply of the first target in this

cycle, go to step 6.

5. Set the time for the ne~ interrogation at the end

of last scheduled reply. End of schedule cycle.

Go to (l).

6. Schedule the target at the required delay.

Delete target from linked lists.

7. If this is not the last target to be scheduled,

go to (2).

8. Schedule is complete.

D. PERFORMANCE

The performance of the algorithm showed little dependence on

the distribution of targets in range or the matimum range over which targets

are distributed. A significant reduction in the computation effort was

obtained by increasing the time bin width from 1. 2 ~sec to 1/1 00 of maximum

propagation delay (e. g., 60 nmi a value of 7.4 ~sec) with little

packing efficiency. Figure 6.2 shows the channel time used to
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UPLINK MESSAGES UNIFORMLY DISTRIBUTED

BETWEEN 25 ,nd 50 P,ec

DOWNLINK MEsSAGES UNIFORMLY DISTRIBUTED

BETWEEN 30 and 150 p,,,

I I I

,0, 20(, 300

NUMBER OF AIRCRAFT

Fig. 6.2. Clo*-Fit channel time vs number of aircraft.
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targets. In these runs, targets I uplink messages were distributed uniformly

between 25-50 ~sec and downlink messages uniformly between 30-150 ~sec.

The targets were distributed over 60 miles in range. A bin width of 7. 2 ~sec

was used. Each point in the curve represents the cut-off point for the worst

10~. tail in the distribution of channel time for 100 trials. It detiated very

little from the mean; this indicates small variance in the performance. The

efficiency of packing reaches 877. at a large number of targets. Figure 6.3

gives the computation effort required to schedule the targets mentioned above,

For a large number of targets, computation required to schedule a target

goes down to 72 computation cycles per target. The computation and channel

time given above are representative of the algorithm performance.

The computation time of the algorithm is made up of constant proces-

sing overhead and a fixed computation per target. The overhead is used

mainly to initialize tables and create the left and right links . An overhead

channel time loss is incurred when targets are sought from empty bins. At

a small number of targets, this loss is approximated by the maximum propa-

gation delay. At greater numbers of targets, this loss would be a little bit

greater as the targets are not scheduled in range order. In the above simula-

tion, the constant overhead obtained, as determined by the best fit line, is

1100 psec. This is larger than the maximum propagation delay, 720 ~sec.

There is a loss in channel time due to a gap between the last interro-

gation in a cycle and the first reply. This can be modeled as in, Figure 6.4.
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Figure 6.4, Mode of gap between the last interrogation in a cycle
and the first reply.

H interrogations were scheduled with no regard to the constraint of

overlapping reply 1 as shown. in Figure 6.4, then the boundary between inter-

rogations, sclch as xl and x2 in Figure 6.4, would be uniformly distributed

over an itlterval such as A shown in Figure 6.4. Let the interrogation mes -

sage length be distributed over values from MIN to MAX with a probability

density Pm(m). In Figure 6.4, let the interval A be of length IMAX (an inter-

val where potenti:~lly the next interrogation cannot fit). Consider the end of

an interrogation that is just scheduled to be at xi somewhere in the interval

A. If the next interrogation message length plus the required delay is greater

than B2 - xi, a gap of length B2 - xi would l)e produced.
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The mean value of the gap would then be:

If the message were uniformly distributed over the length between

MIN and MAX the value would reduce to:

(MIN
2

Gap = &x ~
1

(

.,, MAX3 MIN 3

))

MAX,:MIN2 .

+ MAX- MIN’ ‘“ ~ ‘~ - ~

over

Consider the case where the reply messages are distributed uniformly

30 - 150 ~sec for replies and 25 - 50 ~sec for interrogations and targets

are uniformly distributed over a range of 60 n.mi and bin resolution equiva-

lent to 0.6 nmi of range. Then the loss due to bin resolution per target is

2.4 psec.

The percentage loss in efficiency due to bin resolution wotlld be:

2.4
x 100= 1.97.

Interrogation t Reply

The mean gap length is 32 psec. For targets that are uniformly

distrib~~ted over range, the mean number Of targets Per CYCle is ~bOut 4

targets. The presence of a gap between the last interrogation and the first

rePIY in a cycle gives a percentage packing efficiency l~SS Of 8.9Y0. The sum

of this last loss and the loss due to bin resolution is 117.. This should
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represent the packing efficiency loss at a large number of targets. From

the best fit line in Figure 6.2, the asymptotic loss is loss is 137..

Table 6.1 gives the packing efficiency of the algorithm for diffe rent

message length distributions. These results are based on a 60 mile maxi-

mum range and a 7.2 ~sec bin width. The packing efficiency is relatively

stable except that at longer messages it increases by a few percent as the

effect of loss due to bin resolution decreases.

In summary, the algorithm performs best with a large number of

targets where the packing efficiency could reach 877. for the target mes sage

length distribution that could vary by a factor of one to ten. The correspond-

ing computation effort required is 73 machine cycles per target. The output

schedule from the algorithm is in the form of schedule cycles where a num-

ber of interrogations are followed by their replies. The target sequence is

not necessarily in range order.

Table 6.1. Effect Of Message Length Distribution

hterrogation

Message Length
Distributed Uniformly
Over (Vsec)

10-20

10-40

10-60

10-80

1o-1oo

On Packing Effi~iency Of 200 Targets.

Reply

Message Length
Distributed Uniformly Efficiency
Over (v see) (7)o

25- 75 84

25-125 85

25-175 86.5

25-225 87

25-275 87
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7.0 DYNO ALGORITHM

A. PURPOSE

Essential feat!lres of the efficient computation and. packing opera-

tions of the Full-Ring and Close-Fit algorithm is the ability to reorder the

sequence in which targets are scheduled from the orcier they appear in their

input list and to have a large nunn’b(~r of targets . These features are not

available when a target is to be scheduled upon sh,ort notice from th<? rcq~lest

of the sensor for its schedule. For in the clynamic node, essentially each

target is scheduled by itself and the schedule output is produced in the

sequence in which targets scheduling requests are received. Furthermore,

in a rotating beam sensor computation, effort for the Full-Ring and Close -

Fit algorithms becomes rclzttivcly high \vith the large number of separate

schedules to be produc(~d as each sch(~cll~le wot]lci have its own computatiof~

initialization overhead.

Dyno is an algorithm designed to schedule targets one at a time in

whatever sequence they are received fron~ the IMF, rather than scheduling

batches of targets as pretious schedulers have done. The algorithm requires

little computational effort on a per target basis and has practically no initial-

ization overhead. It is therctfore [~sefcll in a dynamic rescheduling ,system,

where reinterrogation must take pl.a[.[; within a short time after an erroneous

or missed reply occurs. This usef(llncss is d~le to targets being scheduled

independently of o!~e another and to the computational efficiency of the algo-

rithm. It is al. o useful for presched~lli~og t:.irgets for a rotating antenna
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sensor, This is due to the fact that targets will be grouped into many azi -

muth sectors for scheduling purpos es, the low initialization overhead of

the algorithm at the beginning of each scheduling interval is therefore an

advantage.

B. BASIC CONCEPT

The arbitrary sequence in which targets are scheduled and the

desire for good packing efficiency results in a schedule where interrogations

and replies follow no particular structure such as cycle. In this case, it is

necessary to search for time intervals to accommodate the interrogation

and replies of a target.

To reduce the computation effort in locating available time for mes -

sages while maintaining reasonable packing efficiency, time on the channel

is quantized and a “quantum” is declared used when a pretious message has

fallen on it. Also, target messages are re~, resented by integer number of

‘ ‘quanta. ‘‘ A simple link mechanism is used to reduce the search effort for

unoccupied channel time.

The algorithm time is divided into equal intervals each represented

by a bin. The bins are represented by words in memory in a time file array

called TF (N). Discrete time is given by the index of a bin (i. e. , of the

word in TF (N)). To insure that interrogation messages and reply messages

would fall within the bins assigned to them with minimum use of bins, inter-

rogations are represented by a fixed number of bins that cover the message.

For exa~~lple, if the bin width is 30 ~sec and the interrogation message length

is 25 psec the interrogation message length is equivalent to one bin or word

in TF(N). The propagation delay of a target associated with its range is
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represented by the maximum nunlbe r of bins that fits into the propagation

delay time after it is reduced by the gap left in the l:ist bin assigned to the

interrogation message to the target. Using the above bin width, and if we

assume the propagation delay minl~s the gap left in the last bin assigned to

the interrogation is 305 ~sec, the propagation delay is put at 10 bins or 10

words in TF (N). Th{: n~~mber of bins that represent the reply is the mini-

mum n~~mber of bins that co~.er the reply me ssage pills a bill to accommodate

additional time that might be required for the propagation clelay beside the

number of bins assigned to it. For the above bin size, if thf~ reply is 45 t.~scc,

the reply would be represented by 3 bills or 3 lvords in TF (N). An interroga-

tion is assumed to start at the beginnin~ of the first bin assigned to it.

To schedule a target, a search is carried otlt for cnq.pty bins to accon~-

modate the interrogation and reply messages, ‘The search starts by atten]pt -

ing to place the target interrogation at a desi~n:.ted time followin~ the last

scheduled target intcrrogatioll. The separation col~ld be a function of mirli -

mum required separation between intcrrc)~ati[>ns as WC1l as allowing enough

tin~e for the inter rogatiol~ command to reach the transmitter before the inter-

rogation is to be transmitted. For example, if a separation of 50 Ilsec is

required between interrogations for a “bin width of 30 tl$ec a bin is skipped

after the last interrogation. As the interrogations are placed at the begirlning

of their bins, this insures the 50 ~sec minimum separation between interro-

gations. If solme of the bins where the interrogation and reply fall are

occupied, the interrogation time wo~lld be incret}sed to a position wrhere the

target’s intcrrogati(>n and reply messag(:s fall on en~pty bins. The search

effort required to find empty bins is redl~ced by use of information stored in

occupied bins that points to a potentially empty bin l,~ter in time.
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The pointer value stored in a bin is set at the time the bin is occupied.

It is the distance of the bin from the end of the reply plus the value stored in

the bin following the reply. Thus, suppose for purpose of illustration, the

reply occupies 3 bins. Assume the bins get filled as in the sequence of Figures

7.1 (a, b, c, d). The figures give the values stored in the words corres -

pending to the bins.

The length of the time interval represented by one bin is kept large

enough to maintain low computational effort and reasonable scheduling effi -

ciency. Use of short bin width tends to increase the packing ef~lciency and

at the same time the computational effort.

The algorithm could accommodate variable length messages. In that

case, to check that a message is falling on empty bins, it is necessary and

sufficient to check that a subset of the bins in the message are empty. This

subset is the first bin; the last bin and bins within the message that are at a

multiple of m bins from the start of the message. The value m is the mini-

mllm length of a reply in bins . This test is necessary and sufficient to

insure that no message of length m or longer would overlap the message

investigated. As m is the shortest message length, then no message would

overlap the message examined. Attention is confined to replies as they are

the only mes sages in the interval of interest.

In the case \.{here the interrogations are of one fixed length, replies

are of another fixed length and the replies are 10nger than inter r?gati. Ons. To

check that the interrogation riles sage is falling on empty bins it is necessary

and sufficient to check that the first bin and last bin in the interrogation are

falling on empty bins. Similarly, for the reply, a check is required On the

first and last bins in it.
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Fig. 7.1. A sequence of filling bins by Dyne.
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To reduce the computation effort, the bins corresponding to the reply

(which is longer, hence more difficult to accommodate) are checked before

the bins corre spending to the interrogation. In this way, a check on the

interrogation bins is saved each time the check on the reply bins fails.

c. STRUCTURE OF THE ALGORITHM

The following steps given forthe algorithm are specialized to the

case where the interrogations are of one constant length that is shorter than

the constant length for replies.

1. Set interrogation Bin Index to first bin.

2. Check that interrogation bin index is greater

than the time the schedde is computed by

required delay. If not, advance bin index

to meet condition. ,x

3. Fetch range of next target. Calculate bin

index at start of its reply.

4. Check first bin in reply if occupied go to 13.

5. Check last bin in reply if occupied go to 14. ‘:>:

6. Check first bin for interrogation if occupied

goto 15.

7. Check last bin for interrogation if occupied

go to 16.::::::

8. Store interrogation and reply positions in output

s chedule.

“:Not needed ‘If algorlthm lS used for scheduling ahead of scan.

‘:>:Not needed if reply message length is one bin.
>:>:::Not needed if interrogation message length is one bin.
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1

9. Fill bins corresponding to reply.

10. Advance interrogation bin index by required

separation bet~i. een interrogations,

11. Is this last target? If yes, exit.

12. Go to 2.

13, Increment the interrogation and reply bin

indexes .by the value found in the. bin attempted

forbeginnirig .of “r”eply. Go t~ 4...

14. Increment the inter rog.a.tion and reply bin

inde.xes by th& value found in the bin. a.t the ~~~

end of the reply plus number of bins.in reply ...

minus: one. Go to 4...

15. Increment the interrogation and reply bin indexes

by the value found in. the bin .at the beginning of

the inter r~gation. Go. to.4. ~~~

16. Increment the interrogation and reply bin indexes

by the value found in the last bin of the interroga-

tion minus one. Go to 4.

D. PERFORMAt<CE

The performance of the algorithm showed little dependence on

the maximum target range or the distribution of targets over range. The

packing efficiency of the algorithm is not sensitive to message length and is

around 57 to 607. when truncation error is neglected. Truncation error is

defined as the difference betieen the sum of the lengths of the uplink and

downlink message and the sum of the lengths of the bins assigned to these

messages. Truncation error reduces the packing efficiency of the algorithm
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by the ratio of the sum of interrogation and reply mes sage length to the time

occupied by the bins representing these items. This holds only if there is

no spacing restriction between interrogations. Typical curves giting the

channel occupancy time as

put is given in Figure 7-2.

and a downlink mes sage of

a function of number of calls in the schedule out-

For the simulations an uplink message of 28 ~sec

46 ~sec were used. The bin size was set at

28 ~sec resulting in one bin for the interrogation and three bins for the reply.

The results represent the cutoff point for the worst 10~, point in the distri-

bution for 50 runs. Two curves are given, one is when the algorithm is used

to schedule targets based only on message occupancy on the channel. In the

second, a minimum delay time is maintained between receipt of target reply

and the reinterrogation to it. This delay time represents the constraint

imposed on the scheduler in operating in realtime to insure that the trans -

mission command arrives at the transmitter before the time it is executed.

Figure 7.3 gives the effect of the variation of the minimum gap or

delay between the reply and the reinterrogation on the scheduling of 20 calls.

The number of different aircraft addressed was set in one curve at 5 and in

the other at 8. The size of the minimum delay used at which the algorithm

performance begins to deteriorate decreases with the reduction of the num-

ber of aircraft actively interrogated. From Figure 7.3 it is seen that the

performance is significantly affected when the minimum delay is longer than

280 ~sec when 5 targets are addressed and 840 ~sec when 8 targets are

addressed. Figure 7.4 gives the conlputation effort to carry out the sched-

ule for the above simulations as a function of number of calls. The computa-

tion had little variance in the effort and the points represent the mean of

50 runs. The computation effort increased with decrease of the delay time
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assigned to processing, as this produces more t,ightly packed schedules. In

general, the computation effort of the algorithm depends only on the number

of bins representing the messages. From the results, there is little constant

computation overhead associated with the algorithm,

Table 7. 1 gives the packing efficiency for different message lengths.

Packing efficiency is obtained as the ratio of the sum of message time sched-

uled to the total channel occupancy by the schedule. This efficiency is dependent

on the message length and bin size. If the efficiency is normalized by

assuming that the messages fit exactly into the bins used to represent them,

the efficiency becomes insensitive to message length and has a value around

607. for the number of targets considered.

Table 7.1. Packing Effiency For TWO Different
Message Lengths.

Uplink 28 ~sec Uplink 28 ~sec
Downlink 46 psec Downlink 96 ~sec
Bin Size 28 ~sec Bin Size 32 ~sec

Normalized
Packing Efficiency

No. of Packing (i. e., nO truncation] Packing
Targets Efficiency 10ss) Efficiency

15 0.36 0.55 0.44

Normalized
Packing Efficiency
(i. e., no truncation
10ss)

0.56

20 0.38 0.575 0.45

25 0.38 0.58 0.46

30 0.40 0.61 0.47
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Figure 7.5 gives the truncation error as a function of bin size for an

message length of 28 ~sec and a downlink message length of 46 Vsec. The

truncation error is given by the additional time required by the bins for

interrogation and reply messages as compared to the actual message lengths.

Using the bin sizes where the truncation error was minimum, the scheduler

was exercised to schedule sets of 20 targets. Figure 7.6 gives the mean

channel occupancy vs the computation time. Each point in the results gives

the mean of 50 runs at different setting of the bin size. The discontinuity in

the values is explained by the fact that the truncation error is not monotoni -

tally decreasing with decrease of bin size.

In summary, DYNO can assign targets with packing efficiency better

than 4070 at a computation effort less than 60 cycles per target On a sequen-

tial machine. The close coupling of the algorithm to other activities in real

time degrades its performance when the processing of a target schedule,

including the scheduling algorithm, exceeds a certain delay time. This delay

time depends on the number of targets actively interrogated and decreases

as the number of distinct targets interrogated decreases. The algorithm

has practically no computational overhead.
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8.0 LOOP-LOOP ALGORITHM

A. PURPOSE

The output of the Full-Ring and Close-Fit algorithms is not use-

ful for direct output of the Interrogation Management function of an agile

beam sensor.

In a DABS sensor using an agile beam, the ATCRBS and DABS func -

tion alternate in the use of the sensor. The sensor is available to the DABS

function during time intervals called DABS periods. The DABS periods are

of a constant duration and alternate with the AT CRBS sweep. Loop-Loop is

an algorithm designed to segment the output of the Full-Ring and C1O se -Fit

algorithms to fit into the DABS periods. It could also have the aircraft

called a fixed multiple of times although the aircraft was called only a single

time in the output of the Full-Ring and Close -Fit algorithms. The algorithm

is exercised ahead of the scan. It produces a reordering in the sequence in

which aircraft are interrogated from that produced in the output of the CIOse -

Fit and Fixed-Ring algorithms. The algorithm requires full access to this

output before it is executed.

B. BASIC CONCEPT

The basic item manipulated by this algorithm is a cycle which is

a set of interrogation followed by the set of their replies. This is an inner -

ent output of the Full-Ring and Close-Fit algorithm. For the purpose of the

algorithm the cycle is considered a packet of time extending from the

beginning of the first interrogation to the end of the last reply. The function
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of the algorithm is to pack the cycles next to each other into a DABS period

reducing the time lost at the end of the interval. The cycles are first sorted

in increasing order on length. The algorithm assigns cycles to a DABS

interval from the bottom of the list where cycles are long. This is continued

until the remaining time at the end of the DABS interval cannot accommodate

cYcles from the bottom Of the list. It then assigns cycles to the DABS period

from the top of the list giting up when the next cycle to be assigned is longer

than the remaining time in the DABS period. The output of the algorithm is

the set of cycles assigned to each DABS period.

In essence, what the algorithm is doing is to initially use long cycles

when there is room in the DABS period and at the end when those time packets

do not fit into the remaining time and fill the gap with short cycles. If the

system is required to call a target, m times the algorithm could be used to

do that. The DABS period is divided into m equal intervals and the 100p-100p

algorithm uses one of these m intervals as the DABS period. The final

schedule for a DABS period is the duplication m times of the algorithm output

for a DABS period.

c. STRUCTURE OF THE ALGORITHM

The cycles are initially sorted on their length in decreasing order.

They are stored in a sequential list that is accessible from the top and bottom.

The DABS period length is given to the algorithm as a fixed interval of time.

When m calls are to be sent to an aircraft an effective DABS period is obtained

as the given DABS period ditided by m.

The Algorithm main steps are:
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1. Start assignment for new DABS period and

initialize the remaining time in it to its

length.

2. Can the longest cycle in the input list of cycles

fit in the remaining time of the present DABS

period? If NO, go to (6).

3. Store the number which is at the top of input

list in the list of cycles belonging to the present

DABS period. Delete this cycle from input

list.

4. Is this the last cycle ? H yes, exit.

5. Update the remaining time in this DABS

period go to (2).

6. Can shortest cycle in the input list fit in the

remaining time of this DABS period ? If no,

go to (l).

7. Store the cycle number in the list of cycles

belonging to this DABS period and delete it from

input list.

8. H this is the last cycle, exit.

9. Update the remaining time and go to (6).

D. PERFORMANCE

Cycles fronl the output of the Full-Ring algorithm were used as

input to the algorithm. The packing efficiency of the algorithm is defined as

the sum of the cycles durations to the sum of the DABS periods used. For

this algorithm, the packing efficiency callle out clOse to 957~ fOr large nun~ber
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of targets. Figure 8. I gives the output of the algorithm for a DABS period

of 2000 ~sec, the shaded area is the lost time at the end of a DABS period.

The computation effort of the algorithm was approximately 7 m

machine cycles per target. As the DABS period was varied, the packing

efficiency of the algorithm varied. Figure 8.2 gives the packing efficiency

vs period length. Use of a short DABS period drops the packing efficiency.

The drop in the efficiency is explained by the multiplication of the time lost

at the end of each DABS period by the great number of the DABS periods

used. Use of a long DABS period again drops the efficiency. The drop in

efficiency is caused by time lost in the last DABS period which becomes

significant. The use of a long DABS period makes efficiency sensitive to

the number of targets scheduled, as there is a great variation in the percen-

tage fiU of the last DABS period.

5b



118-4-15862[

DABS OLOcK pLOTS

[ I I I I I I
4 k SCHEDULE CYCLE

1

I I
DABS PERIOD

2000 p,-
4

[ I I I I

I I I I 1 I 1

I I I 1’ I I I I

Fig. 8.1. Typical output of the LOOP-LOOP algorithm.
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APPENDIX A

ILLUSTRATIVE EXAMPLES

TO illustrate the use of scheduling algorithms in a DABS system, two

specific examples are given of interrogation management functions.

1.0 ROTATING BEAM SENSOR

The parameters of the rotating beam sensor example are:

Number of aircraft

3 dB beamwidth

Communication format

Surveillance format

One s can azimuthal predic
tion uncertainty (3 u,
target range Z 10 nmi)

Communication load

Surveillance reliability

Communication reliability

Discrete calls for DABS
direction finding

ATCRBS runlength

Scan time

1000

4 degrees

uplink 30. 5 ~sec
downlink 63 ~sec

uplink 17.7 psec
downlink 33 ~sec

0,71 degrees

570 of surveillance load for
both uplink and downlink

99 y. :::

99.9%::

1

4

4 sec

,:
Th is is defined as the probability of success in one scan assuming indepen-

dent failure probability for each interrogation and good coverage is used.
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1.1 BEAMWIDTH AND BUNCHING CONSIDERATIONS

It is desirable to schedule DABS surveillance interrogations such

that the replies are received within the 3 dB points of the antenna. This is

true since the reply processor is designed to meet its specified angular

accuracy within this 4 degree azimuthal wedge. The difficulty in achieving

this goal is the uncertainty in the prediction of target azimuth to the next

scan based upon track measurements on previous scans. A major contribu-

tor to prediction uncertainty is due to aircraft maneuvering, whose effects

are particularly troublesome at close ranges. Fortunately, the azimuth

prediction uncertainty is at its minimum at longer ranges since it is here

that the azimuthal accuracy requirements are most stringent to ensure an

acceptable cross range error. For this reason, targets at ranges of greater

than 10 nmi are interrogated over an azimuth wedge equal to the 3 dB beam-

width, less an allowance for the azimuth prediction uncertainty subtracted

from the leading and trailing edge of the beam.

Using the same technique for targets at ranges less than 10 nmi

would greatly reduce the usable azimuth wedge since the magnitude of the

azimuth uncertainty approaches (and at very short ranges exceeds) the 3 dB

beamwidth. This situation is managed by handling targets between 3 and 10

nmi in the same manner as long range targets except that the 9 dB beam-

width is used. While this results in target replies that fall outside the 3 dB

beam,

hence,

mate.

the probability is high that they will faU within the 9 dB points and

the reply processor will be able to yield a (degraded) azimuth esti -

The 6 dB reduction in fade margin and the degradation in azimuth

accuracy are not significant due to the short target ranges.
1

I
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At ranges less than 3 nmi, the azimuth uncertainty is greater than

even the 9 dB beamwidth. For targets at these very short ranges, several

azimuth separated interrogations are scheduled to ensure that at least one

of the interrogations will produce a usable reply.

Bunching of targets is defined to be the ratio of the maximum number

of targets per azimuth wedge to the mean number of targets per azimuth

wedge. This ratio increases with a decrease in the width Of the azimuth

wedge. Figure A-1 gives an example of the bunching as a function wedge

size. This was obtained from traffic models projected for the N. Y. area

within 150 nfi from J. F. K. In assessing the capacity of

management function, bunching values obtained from this

as nominal levels.

1.2 SCHEDULING PROTOCOL

the interrogation

curve will be used

The azimuth wedge within which a DABS target can be reliable inter-

rogated is the 3 dB beamwidth (4°) less an allowance for the one scan azi-

muthal prediction uncertainty. We have taken this as the 2U value or O. 5°

which insures that long range targets will be interrogated within the 3 dB

beamwidth with a probability of greater than 97 ~. assuming a normal distri-

bution of errors. This uncertainty is subtracted from the leading and trailing

edges of the beam and the resulting usable azimuth -wedge of 3° is divided intO

four equal interrogation cycles. Each cycle is composed of a prescheduled

period (PR), an A.TCRBS/All-Call period (A) and a dynamically scheduled

period (IJY) as shown in Figure A-2. Each cycle therefore corresponds to

a 3/4° azimuth wedge, the total dwell time for the four wedges is 33 1/3 ms.
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I 10-4- 158j8I

IIE-4-158381

A A A A A

PR

0 8.33 16.86 25 33 1/3 m,

PR – Pre$ched”led period

A ATCRBSIAII Call pe,iod

DY Dynamic Scheduled Period

Fig. A-2. Protocol of interrogation management.
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Targets that fall in the leading 1/4 beam wedge such as Target ABC,

as shown in Figure A-3, are prescheduled ahead of the scan, i. e., pre-

scheduled into the interval of time PR starting at time = O, as shown in

Figure A-z. This prescheduling activity is followed by an ATCRBS sweep

whose duration is dependent upon sensor range. TtiIs is taken nominally to

be 1.24 ms which assumes a sensor range of 100 nmi.

Targets that require reinterrogation due to reply failure are sched-

uled in the dynamic period following the original prescheduled period. Fail-

ure of a dynamically scheduled reinterrogation results in another reinterro-

gation. This process continues and carries over into succeeding dynamic

periods as necessary until a successful reply is received or until the maxi-

mum number of interrogations to be allocated to a given target in a scan has

been reached. This maximum number is a function of the delivery reliability

required and the level of random interference which is responsible for the

interrogation or reply failures. Preliminary data indicates that reasonable

values for this maximum count are 5 interrogations for routine surveillance

interrogations and 10 interrogations for the delivery of an urgent communica-

tions message. This insures the reliability specified for the link performance

as designed. It should be recalled that fading is not an issue in these limits

since ground diversity is assumed, thus at least one of the assigned sensors

will have a favorable tiew of the transponder antenna. In the case of a stand

alone sensor operation, the assumption of freedom from fading is no longer

valid. Thus it may be desirable to raise the maximum count (perhaps dOu -

bling the above limits) in order to improve the delivery reliability for the

stand alone sensor.
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Fig. A-3. Position of beam at start of interval.
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The close range (less than 3 nmi) targets that are assigned to more

than one 1/4 beamwidth are interrogated at the beginning of the dynamically

scheduled period and omitted from the prescheduled interval. They will be

limited to Z surveillance interrogations in each dynamic interval corres-

ponding to each quarter beam to which they are assigned.

In the preceding discussion, only one class of targets requiring dyna-

mic rescheduling was implied; namely, the targets for which the reply pro -

cessor failed to receive a good reply. A second class of targets placing

demands on the dynamic scheduler are those requiring additional interroga -

tions for the movement of uplink or downlink messages. They will be

treated in a similar way as a target that failed to reply except that there

might be a sequence of communication messages to be transmitted or

received instead of a single uplink and downlink message.

The time interval in which either class of reinterrogation is per-

mitted was shown preciously in Figure A-2. This is composed of three

dynamic intervals (DY) within the antenna dwell time and not four since the

last interval cannot be reliably used due to antenna motion during the execu-

tion of an interrogation cycle.

Prescheduling of targets is initiated by the interrogation management

function at the beginning of each scan for all interrogation cycles in the final

two quadrants of that scan. Similarly, prescheduling for the first two quadr-

ants is initiated at the middle of the preceding scan.

1.3 THE SCHEDULING ALGORITHM

DYhTO is used for prescheduling as the targets will be grouped into

many azimuth sectors for scheduling purposes, and the low computation in

initialization overhead of the algorithm at the beginning of scheduling a group
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of targets is therefore an advantage. It is also used for dynamic scheduling

where targets are scheduled one at a time in whatever sequence they are

received.

For the messages under consideration, a bin size of 19 psec gives a

good compromise between computation effort and packing efficiency. The

number of bins required in the algorithm for the different messages is given

as follows:

Message Type NO. of bins

Communication format uplink 2

Communication format downlink 5

Surveillance format uplink 1

Surveillance format downlink 3

For an arbitrary length uplink message, the number of bins required

is the multiple of 19 ~sec that is equal or just greater than the message. A

similar relation holds for the downlink message except that an additional bin

is required to accommodate the truncation error of propagation delay.

The algorithm insures that the start of an interrogation is separated

by at least 50 ~sec from the start of the previous one by separating the begin-

ning of an interrogation from the end of the last scheduled one by a minim’um

of one bin. The algorithm, when used for dynamic scheduling, has an addi-

tional step to allow a minimum of 250 ~sec from the time the scheduling is

computed for a target to the time the interrogation is supposed to be trans -

mitted. This assumes no delay between the receipt of the reply and the

request for an interrogation.

The interrogation management function would then be capable of sched-

uling about 2000 targets for a 100 mile sensor. This has a factor of two for I
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the assumed load. The capacity of the system as a function of range is
I

given in Figure A-4.

2.0 AGILE BEAM SENSOR

The interrogation management function described in this section is

designed for an agile beam sensor, The system is characterized by the

parameters given in the pretious section with the following modifications:

Switching time 5 ~sec

Surveillance reliability 99.9 ~.

Number of aircraft 8000

In an agile beam, it is possible to position the beam at any time

within the switching delay time so that the reported position of the target is

at bores ite. Effectively, this makes all the targets available throughout the

scan. TO reduce the scan azimuth prediction uncertainty, the azimuth at

which a target is interrogated is computed after the schedule is executed.

An exception to this are targets at very close range (i. e. , less than 4 Iniles),

where the azimuth prediction uncertainty necessitate scheduling several

azimuth separated interrogation to ensure that at least one of the interroga-

tions will produce a usable reply.

2.1 SCHEDULING PROTOCOL

A channel protocol similar to the rotating beam sensor is used except

that targets are not restricted to be interrogated in specified prescheduling

periods or dynamic scheduling periods. As in the rotating beam sensor

there is an AT CRBS/ALL-CALL period (A), preschedule period (PR), and

dynamically scheduled period (DY). The PR and DY period are set at equal

length.
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The interlace pattern of these is given by

PRADYADYA— — — — —

as shown in Figure A-5.

A A A A A A

I

(

PR DY

o 11.1 22.2 33.3 44.4 55.5

The ALL-CALL sweep occurs somewhere in the hashed area,

Interlace pattern on channel.

periods for every (PR) period provides sufficient

Figure A-5.

The use of two (DY)

dynamic scheduling time for the highly packed preschedule period to insure

the specified reliability.

The execution of prescheduling in isolated sparse intervals reduces

the correlation of the uplin’K interference of a sensor on a target in its side -

lobe. AIso, the DABS periods PR and DY are of sufficient length for the

scheduling algorithms to have good packing efficiency.

If the load on the sensor is 10W, every m
th

DABS period is used for

prescheduling where m is in the ratio to 3 as the sensor target capacity to

the target load on the sensor.

The AT CRBS ALL-CALL duration is dependent upon sensor range.

In Figure A-5 this is taken nominally to be 1.3 msec which assumes

sensor range of 100 miles. Successive ATCRBS sweeps are addressed
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at 1 degree increments in azimuth with a mean pulse repetition frequency of

90. This gives the required ATCRBS run length of 4 on a target every scan,

The time between successive ATCRBS sweeps is varied by pseudO -

random value of few microseconds from a period of 11. 11 msec to eliminate

the synchronization of fruit interference of one sensor On other sensors.

For example, in the case of 100 mile sensor 1.6 msec are reserved for the

ALL-CALL mode of which 1.3 msec are actually used. The O. 3 msec are

used for jitter of the start of the ALL-CALL sweep. This leaves 9, 5 msec

for DABS preschedule period (PR) or dynamic schedule period (DY).

Targets are assigned one call in the preschedule period for direction

finding plus additional calls for communication if required. Targets that

require reinterrogation due to reply failure or communication request are

scheduled in the dynamic period following the original prescheduled period.

Failure of a dynamically scheduled reinterrogation results in another rein-

terrogation. This process continues and carries over into succeeding dyna -

mic periods as necessary until a successful reply is received or the com-

munication protocol is terminated Or until the maximum number of inte rro -

gations to be allocated to a given target per message in a scan has been

reached. This maximum number is a function of the delivery reliability

required and the level of random interference which is responsible for the

interrogation or reply failure. Preliminary data indicates a reasonable

value for this maximum interrogation is 20. This value is larger than the

one used in a rotating beam sensor as the sensor could accommodate it with-

out the constrained access to a target. In the case of close range targets,

the maximum number of reinterrogation is restricted to two.
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2.2 THE SCHEDULING ALGORITHM

Close-fit is used to preschedule targets ahead of the scan. It is

especially suited for the task due to its high packing efficiency and IOW com-

putation effort for large number of targets with unequal message length. It

is to be noted that if the messages were of one fixed value the Full-Ring

algorithm would have been used. The switching time of the sensor is added

to the interrogation message length. The output of the algorithm which is

in the form of cycles is divided by the Loop-Loop algorithm into groups of

cycles with each group accommodate in a preschedule period.

The pre scheduling function is initiated at the beginning of every half

scan for the neti half scan. Half the targets are interrogated each half scan.

DYNO is used to schedule targets in the dynamic period (PR). The

algorithm is suited to the function due to its ability to schedule targets in

the sequence they are received and its low computation effort per target.

The above interrogation management can handle 16000 targets which is a

factor of two higher than the given load. Its performance as a function of

sensor range is given in Figure A-6.
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APPENDIX B

,lFULL RING(t ALGORITHM

1.0 BIN-SORT AND LIST STRUCTURE MEC~NISM

Define a set of range bins so that the NBINth bin has maximum range

for the system. That is, if the bin size we are interested in is the order of

O. 1 nmi, then for a 60 mile system, the 601st bin is at the maximum range.

Next, define a bin address array, where each element in the array

corresponds to a range. Call this array BAD(N). Set this array to zero to

initialize all elements. Thus, BAD(N) = O for any N = 1, . . . ,NBIN. This says

there are no elements or targets at any range.

Define a target address, or index, link array. Call this array LINKT

(NT), were NT = 1, Z ,. ... no. of targets. This array links the indices of the

target array, which is the list of input targets as their bin addresses, N, are

calculated from the target’ s true range.

That is, with BAD(1, . . . . NBIN) = O initially, calculate which range bin,

N, the Jth target will fall into. In sequential order, (1) store the contents of

BAD(N) into LINKT(J), and (2) store the index J into BAD(N). Thus, all tar-

gets that fall into BAD(N) will have their J indices linked.

At the end of the Bin-Sort and linking aperation, the BAD array will

contain, for each N, either zero or the index af the last target found in range

hin N. In effect, the BAD array can be considered as a series of stacked

lists of target indices, linked by LINDT, w,ith each stack found empty,
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by sensing for BAD(N) = O. Each list is the target array subscripts for tar-

gets which occur in the same bin. The list ends with BAD(N) = O (void list)

or LINKT (J) = O.

The following hypothetical system should illustrate the setting up of

the arrays and the method of retrieval.

Our system will have a maximum range of 16 nmi, a range bin size

resolution of I nmi, and a set of 8 targets, TT( 1, . . ., 8) with range in nmi.

Let, TT(1)=7, TT(2)=3, TT(3)=7, TT(4)= 15, TT(5)= 12, TT(6)=7, TT(7)=3,

and TT(8)= 15.

The results of the Bin-Sort and Linking ope ration follow.

A. Intermediate States

BAD(N)

N= 12345678.9101112 1314151617

)0000000000 000000

2 1 5 4

7 3 8

6

Ranges

Initialize
to zero

Indices of
targets

at these
ranges
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B. Final States

BAD(N)

N= 1234567891 OII12 1314151617 Ranges

Indices of
007000600005 00800

targets

LINKT(J)

J=l 23456 7 8

Ioolo O324I

Target Count

Array of linked
target indices

Thus, only BAD(3, 7, 12, 15) contain one Or more targets. The

remaining bins are zero, meaning there are no targets at these ranges.

TO retrieve an element from bin N, one simply addresses that ele -

ment by BAD(N). Thus, to retrieve a target at Range = 7, BAD(7) contains

the index of a target at Range = 7. Addressing the target array by TT(BAD(7))

gets us that target. TO acquire other target addresses, we replace BAD(7)

by LINKT (BAD(7)). (BAD(7)) + LINKT (BAD(7)). If the new value Of BAD(7)

~~ a result Of this operation, equals zero (terminate), we have sensed that

there are no more targets to be found at Range = 7.
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Fig. B-1. F1OW diag ram of Full-Ring algorithm.
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2.0

FILE:

FORTRAN LISTING

FIJLL FORTRAN P1 08/2a/73 16:37 M. I.T. LINCOL!~ I.A~~~~To?Y

20 CONTINUE
CXX SC fIEDULE FIKSI TARGET.

IJ=7.O
XIN2 (N N)=U
XREP(NN) =U+TR+:{R (N)
N?=N
ti=NN

22
c xx

U2
2xx
cxx
Cxx

CONTINUE FIJLO’IOQ

GET NZXT ‘TA1~GET IRON SAME RANGE BIN AS P2EVIOUS ThRG?T SCRED!JLED,OR ‘[JL7~~~
F!iOM ?{EXT SUCCESSTVL NON-EMPTY RANGE BIN.

J=BAD (:{)
@AD(N) =LINKr(J)

CONTINUZ
IF(BAD(N) .NE.L’)GO To 22

N=N- 1
Go to 24
CONTINUE

DOES TARGET COL3E FROM SAME RA~JGE BIN AS pREvI~rJs TARGZT scHE[)[JLFn?
IF(N.NX.NP)GO TO 42
GO TO 36
CONTINUE

TAFGET FROM ANOTHER RANGE HIN THAN PREVIOIJS TARGET’S BIN IS TO
BE SCIiEDULED.
CALCULATE DELAY.

DELAY=iiR (NP)-RF.(N) -DELTA
NP=N

IS DELAY i;hEATE7 THAN ZERO?
IF (DELAY. GE.O.~)GO TO 38

IF DELAY IS L:SS ‘~HAN ZERO SS’
cONTINUE

DELAY=d.~::
CONTINUE

NILL TARGiT FIT IN THIS CYCLE
IF IXEEP(M) -u.GE.~.n*TR+~ELA

DELAY TO Z?RO.

WITH ?U2 GIVEN DELAY?
)GO TO 30

U=XREP(~Nj +1.0
NN=NN+NM1
M=NN

Gd TO 2J
cONTINUE

sCHEDULE THIS IARGET.
[J=U+TR+DCLAY
NN=tiN+NNl
CONTINUE

XIXT(NN)=U
x~Ep(NN) =U+TR+i\fi (N)

TEST IF ALL TARGEiS HAVR R~:EN sc:iEDuLEJJ.
IF (iiX.EQ.NN2)G0 TO $

GET NdX? TAliGET.
GO TO UO

CONTINUE
DONE JITH SC Ui:DULF.
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3.0 VARIABLE DEFINITION

List of Program Variables and Definitions

u

XINT

XREP

RR

TR

NP

N

M

BAD

J

LINKT

DELTA =

DELAY =

NN =

NN1 =

NN2 =

The time for the pretious target’s interrogation,

Array for the time position for the interrogations.

Array for the time positions for the replies.

Array of quantized ranges, as large as the number of

range bins.

The message length ratio. Always 2 1.0.

Range bin index for previous target scheduled.

Current range bin for current target to be scheduled.

Index pointer to the first future reply for a string of

consecutive interrogations .

Range bin array which contains the address of a set of

targets at the quantized ranges.

Address of a target at the desired range.

Array which links the addresses of targets that have the

same range quantization attribute.

The difference between the message length ratios (TR-

1.0).

The amount of time needed to delay the interrogation in

order to abut the replies.

Index for XINT and XREP arrays.

Increment on NN.

The number of targets.
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APPENDIX C

,,cL~sE-FITll ALGORITHM

1.0 BIN SORT AND LINK MECHANISM

Define a set of time bins so that the NBINth bin has the maximum

value expected for the sum of the propagation delay and inter rOgati On Or

reply length. That is, if the bin size is 5 ~sec and the maximum message

length is 200 psec, then for 75o ~sec maximum propagation system there

are 190 time bins. If guard bins are added at the beginning and at the end,

the total number NBIN of bins would be 192. Where the 191st bin represents

the maximum of the sum of propagation delay and message length for targets

under consideration.

Neti, define a bin address array the same size as the number of bins

required, where each element in the array cOrrespOnds tO a value Of the sum

of propagation delay and interrogating. Call this BAD(N). Clear this array

to zero to initialize all elements. Thus BAD(N) = o, fOr N=l, . . . . NBIN.

This says that there are no targets at any range.

Define a bin address value, BIN VAL(N) where each element in the

array corresponds to an element in the bin address array BAD(N),, giving

the value of the sum of propagation delay and interrogation associated with
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the beginning of the bin. Define BINVAL(l) = - ‘, BINVAL(NBIN) = t ~,

and BINVAL(N) = N-1 for N=2. ,, NBIN-1.

Define a target address Or index, link array. Call this array LINK

(NT), where NT=l, 2, . . . . no. of targets. This array links the indices of

the target array as their bin address, N, is calculated from the sum of the

target propagation delay and interrogation message length and a one is added

to account for the displacement of a guard bin at the beginning.

That is, with BAD(I ,. ... NBIN)= O initially, calculate which range

bin, N, the target will fall into. In sequential order, (1) store the contents

of BAD(N) into LINK(.J), and (2) store the index J into BAD(N). Thus, all

targets that fall into BAD(N) will have their J indices linked. BAD(1 ) and

BAD(NBIN) are &llled with 10000 as an arbitrary number indicating they are

occupied with fictitious targets.

Define LEFT(N) a left link array the size of the BAD(N) array. The

elements LEFT(T) of the array gives, for the corresponding element -

BAD(J), the index i in the BAD(N) array that has a target in it and is just

lower than f. That is, if BAD(14)=0 and BAD(13)=6, then LEFT(15)= 13.

After the bin sort of targets, and index i is stepped through 2 to NBIN and

the following steps are carried sequentially, (1) store in LEFT (it I ) the last

value ofi, i. e., k where BAD(k) #O, and (2) increment i by one and check

content of BAD(i). If it is not zero, set k=i. The value of k is initially set

to one, After this scan the left links are created.

In a simular way, a right link array is established.

At the end of the Bin-Sort and linking operation, the BAD array ele -

ment BAD(i) for i= 2, NBIN - 1, will contain for each N either zero or the index
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of the last target found at the quantized sum of prOpagatiOn delay and

interrogation of N-1, A zero indicates an empty bin. BINVAL(J) gives tke

value of quantized time associated with BAD(.J), LEFT(J) gives index I such

that BAD(I) # O, I < J and I I-J I is rein, RIGHT(J) gives index P such that

BAD(P) # O, P >J and IP-JI is min.

The following hypothetical system should illustrate the setting up of

the arrays and method of retrieval.

Our example will have a maximum propagation delay of 40 Wsec, a

maximum message length of 5 ~sec, and a bin resolution of 5 psec. Let the

target propagation delay R and interrogation message length INT be:

R(l)= 7 IN’r (1) = 5 R(l)t INT (l)= 12

R (2) = 23 INT (2) = 4 R (2)t INT (2) = 27

R(3)= 9 INT (3) = 2 R(3) tINT (3)= 11

R(4)=7 INT (4) = 1 R (4) t INT (4) = 8

R (5) = 39 INT (5) = 2 R (5) L INT (5) = 41

R (6) = 40 INT (6) = 5 R (6) t INT (6) = 45

R (7) = 29 INT (7) = 4 R (7) t INT (7) = 33

A. Intermediate States

BAD(N)

N= 1234567 8910 11

00000000 0 0 0

10000 41 27 5 10000

3 6
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B. Final States

BAD(N)

N= 12345678 910 11

1000004300 270 6 10000

LINKT(J)

J=l 2 3 4 5 6 7

0 0 1 0 0 5 0

BINVAL(N)

N= 12345678 91011

-106 1234567 89106

LEFT(N)

N= 123456 789101 I

1, 11344478 8 10 I

RIGHT(N)

N= 123456 7 8 9 10 11
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H a target is required with quantized value of the sum of propagation

delay and interrogation of 5, a check on BAD (6) shows it is empty. Using

the thread through the right links BAD (7) is located, and using the thread

on the left BAD (4) is located. These are respectively the nearest occupied

left and right bins. However, BAD (7) is chosen since BINVAL (7) is closer

to BINVAL (6) than BINVAI, (4) is to BINVAL (6), and target 2 is selected

since it resides in bin address 7. The use of the guard bins at the extremi-

ties becomes etident when a target with a quantized value of I is sought; then

BAD (1) and BAD (3) are the candidate bin addresses. BAD (3) is chosen,

based on the proximity criteria of bin values, giting target 4 which is

actually the target with the closest to the desired value.

In a system where reply message lengths are longer than the interro-

gation message lengths, the lengths of the reply and interrogations for a

target are interchanged, before executing the algorithm. The actual time

reserved for interrogating a target would be the time reserved for the reply

in the output of the above schedule relative to the end of the last reply in the

schedule. In a similar way, the position for a reply is the time reserved

for the interrogation relative to the end of the schedule. This requires a

pass in the output of the algorithm to carry the transformation. This rever-

sal in role between interrogations and replies increases the frequency of the

algorithm requests for targets at successively smaller time bins for succes-

sive targets in a cycle. This increases the probability of finding targets at

the desired bin since the cycle starts with a target from an occupied bin at

matimum time.

.
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I18-4-158431

F

oTRY TO FETCH

A TARGET FROM

LARGEST TIME 8!N

1S CLOSEST TO YES

DESIRED VALUE
b

1

CALCULATE DELAY

FOR TARGET PRESENTLY ‘0

BEING CONSIDERED TO

BE SCHEDULED

STARr NEW

+CYCLE

t’

START NEW CYCLE

NO WITH THIS TARGET

+ DELAY FIT INTO
STORE FIRST FUTURE

REPLY TIME

i

G
Fig. C-1. Close-Fit algorithm.
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2.0 FORTRAN LISTING

FILE: CLOS E FORTRAN P1 0$/28/73 16:37 M.I.T. LINCOLN LABORATORY

cXX INI’21ALIZATION: NO ASSIGNMENTS, TIME ZERO CLOOOOl

GO TO 23ti1
7302 CONTINUE

CXX CALCULATE DELAY FOR TARGET PRESENTLY BEING CONSIDERED TO BE
: xx

38
Cxx

c xx
c xx

SCHEDULED.
DiLAY=J.O
NPRF:S=BAD(NTENT+DISP)
DELAYI=TT(NP1) +YINT(NP1) -TT(NPRES)-YREP (NPRES)
IF(DELAY1. LT.O.C:)GO TO 39
DELAY=DELAY1
CONTINUE

CAN THIS TARGET PLUS DELAY FIT IN THE. AVAIL~BLE TIME sLoT?
IF(REPM-U. GI.YaEP(NPl) +YREP(NPRES) +DELAY)GO TO 30

IF TA?GET CAN NOT FIT, START A NEW CYCLE WITH THIS TAFGET.
MOVE U TO THE END OF THE LAST REPLY SCREDJJLED.

U=XREP(NN) +YINT(NP1)
GO TO 23u1

73J1 CONTINUE cT.02927
cxx

c xx

c Ix

c xx

START A NEW CYCLE.
NN=NN+NN1

SCHEDULE INTERROGATION.
XINT(NN)=U

SCHEDULZ REPLY.
x~EP(NN) =U+YREP(NPl)+TT (NP1)

STORE FIRST FUTURE RZPLY TIME.
REPM=XREP(NN)
NASS=NASS+l

cxx
cxx

3C
cxx
c xx

IF(NASS. EQ.NT)GO TO 6 CLO02 30
IF NOT THE LAST TARGET TO 9S SCHED[JLED, COMPUTE THE D2SIRED TIME FINCLOOO~l
FOR THE NEXT lARtiLT. CL02232

NTENT=l .O+(TT(Npl)+YINT (NP1))*GNU CL07033
GO TO 2310 cLO(I03U
cONTINUE cLo9n35

THIS TARGIT PITS WITH COHPUTED DELAY. cL03936
COMPIJTE NEK POINTER FOR INTERROGATION. CL03J 37

U=U+YREP (NP1)+DELAY CLO?93q
NN=NN+NN1 CLOn03Q

c xx

cxx

SCHEDULE INTERRoGATIoN, CLO?OQO
XINT(NN) =U CLO~!?Ul

SCHEDULE REPLY. CLO0742 I
XREP(NN) =U+YREP(NPRES) +TT(NPPE5) CL09)U3 ~
NPl=NPdES

STORE THE INDJX OF ‘THE NEXT TARGET IN THE CHAIN OF T2FGETS
WITH THIS QUANTIZED RANGE ATTRIBUTE. cLO09U6

BAD(NTENT+DISP) =LINK(NPRES) CL07347
NASS=NASS+l CLOO?48
IF (NASS. EQ.NT)GO TO b CL000U9

9G01 CONrINUE CLO,~OFO

CXX COMPUTE THE DESIRXD RANGE ATTRIBUTE FOR THE NFXT TARGET. CLOO?51
NTENT=l. O+ (TT(NP1)+YINT (NP1))*GNU CLOC052
GO TO 231u CL071?53

2301 CONTINUE CLO?05Q
: XX FZTCH Tfli TAFGET F20M AN OCC(JPIED BIN ASSOCIATED UITH THE LARGEST CL09~55

(continued)
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! 2.0 (Continued)

FILE: CLOSE FORTRAN P1 08/28/73 16:37 M.I.T. LINCOLN LABORATORY

CXX QUANTIZED RANGE ATTRIBUTE. CLO.?056
NTENT=IX CLOC057
NEHFL=l CT,00?58

2310 CONTINUE CT,O’IJ59
CXX IF THE DESIRED RANG3 ATTRIBUTE BIN IS OCCUPIED, TRY CL O~’260
CXX TO SCHEDULE THIS TARGET. CLOO(161

IF(BAD(NTE N”~+DISP).NE. C)GO TO 2302 CL07062
CXX IF ‘THZ DESIRED RANGE ATTRIBUTE BIN IS UNOCCUPIED, CLOCC63
CXX FOLLOU THE RIGHT AND LEFT LINKS TO UNOCCUPIED BINS. ~Lo,:m~Q

IRIGHT=RIGHT(NTENT+DISP) CLOn755
ILEFT=LEFT (NTENT+DISP) Cr,o?ofif>

. 2390 CONTINUE CLOV267
IF (BAD (IRIGHT).NE.O)GO TO 2303 CLOOP68
IRIGHT=RIGHT (I1{IGHT) CLOOP69
GO TO 230U

.
2303 CONTINUE

CLO037fl
CT.09071

IF(BAD(ILEFT) .NE.J)GO TO 2305 CLOn072
ILEFT=LEFT( ILEFT) ~Loc?73

GO TO 2303 CL09?74
2305 CONTINUE CL[).IG75

CXX SELECT THE TARGET FRO[! THE BIN WHICH IS CLOSEST TO THE DESIRED cLOO076
CXX BIN VALUE. CL09077

NTENT1=BINVAL (IHIGHT) CLOO078
IF(IABS (NTENT+DISP-BINVAL (IRIGHT)) .GT. IABS(NTENT+DISP-BI NVAL(ILFFTCI,02f7Q

l)))NTENT1=BINVAL (ILEFT) CL01>090
NTENT=NTENT1-DISP CLOOOH1

2302 CONTINDE CL090q2
:Xx
c xx

Cxx
c xx
Cxx
Cxx

Cxx

Cxx

c xx

6

IF NOT THE START OF A NEW CYCLE, TRY SCHEDULING THIS
TARGET IN THE OLD CYCLE.

IF(NEWFL.EQ.O ) GO TO 7392
IF A NEW CYCLE IS TO BE STARTED, SET IX
VARIALBE TO THE INDEX INTO THE BAD ARRAY AT
wHIcH A TARGET #ITH THE LARGEST RANGE A?T31BUTE
CAN BE FOUND.

NEWFL=O
IX=NTENT

UPDA’FE RIGHT LINK.
RIGHT(IX+DISP) =KBIN

STORE TARGET INDEX.
NP1=BAD(IX+DISP)

UPDATE BAD ARRAY.
BAD(IX+DISP)=LINKT (NP1)
GO TO 7301
CONTINUE
END
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3.0 VARIABLE DEFI~TION

List of Program Variables and Definitions

NASS =

u

BAD =

N

IX =

NTENT =

NEWFL =

DISP =

RIGHT =

Number of targets assigned thus far.

Time for last interrogation.

An array the size of the number of bins, plus two, one

On either side for fictitious boundary targets.

Index into BAD array which corresponds to the time

attribute of a target. This time attribute is calculated

from the sum of the target’s propagation delay and

interrogation message length plus 1 to account for the

displacement of a guard bin at the beginning.

hdex into BAD array at which a target with the largest

time attribute will be found.

Index of time bin desired for the next target.

Flag which signifies that a new cycle is initiated.

Time attribute displacement which when added to

NTENT forms the desired index into the BAD array

for a target with the desired time attribute.

An array the size of BAD for an index K, such that

RIGHT (K) = P

with BAD(P) # O, P < K

fOr MINI P-Kl.
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.

LEFT

IRIGHT

ILEFT

BINVAL

KBIN

NP1

NPRES

TT

YINT

YREP

XINT

XREP

GNU

REPM

An array the size of BAD for an index K, such that

LEFT(K) = P

with BAD(P) # O, P < K

fOr MINI P-Kl.

Right index for BAD.

Left index for BAD.

An array the size of BAD which give the value of the

quantized time associated with BAD such that for

some index J, BIN VAL(J) is the time associated with

BAD(J).

The augmented array size for the discrete time array

BAD. This includes the displacement for the boundary

conditions.

The index of the last target to be scheduled.

The index of the target under present scheduling con-

sideration.

Array of target ranges. (Propagation delay. )

An array giving the interrogation mess age lengths of

the targets.

An array giting the reply message lengths of the targets .

An array giting the time the interrogation of a target

starts.

An array giting the reply message lengths of the targets.

Number of range bins per unit of time measure.

The time of the first reply in the present cycle.
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DELAY = The delay of an interrogation to allow replies to be

packed back to back if possible.

NT = The number of targets to be scheduled.

NN = The index for the XINT and XREP arrays .

LINK = An array which links the addresses of targets that

have the same time quantization attribute.
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APPENDIX D

“DYNO” ALGORITHM

“!

1.0 FILE STRUCTURE

The main working file in the algorithmic the one representing the

discrete time intervals. The length of the file in words is the length of the

time interval into which targets are to be scheduled in units of bins. Thus,

if the interval is 2 msec and the bin width is 25 p$ec, the number Of wOrds

needed is 80 words. The File is initialized to zero. Figure D-1 shows the

sate of the file at tv~o points in the scheduling activity. The first is before

any targets are scheduled. The second after the targets in Table D. 1 are

scheduled.

Figure D-2 shows the algorithm output for 14 targets. The first 4

are the ones given in the illustrative example. The TF (N) file is cleared

after finishing scheduling. Only the words actually used for replies are

cleared. Their position is obtained from the replies position in the schedule

out put .

The flow diagram for the algorithm is given in Figure D-3.
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Interrogation

BIN INDEX

=1

-

TF (N) Before Sch.dulin9

2

1

3

2

1

Interrogation

BIN INDEX -

= 18

3

2

1

3

2

?

~
/

Fig. D-1. Start of time file for

TF IN) AfIer Scheduling Targets

G;.,. [“ Table D. 1

Dyno.
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*,

Table D. 1. Values For Illustrative Example ,

kterrogation Message Length

Reply Message Length

Bin Size

Required Separation Beheen Interrogations

Then Interrogation Message Length

Reply Message Length

Target Propagation
Number Delay psec

1 115

2 20

3 425

4 227

Propagation
Delay Bins

4

0

15

8

28 ~sec

46 psec

28 ~sec

50 ~sec

1 bin

3 bin
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, 2 4 3 6 5

2 3 , , 6 7

I 1 1 1

280 560 840

12 ,4

1 I 1

2520

Fig. D-2. Dyno output for 14 targets.



18-4-15846

8

SET ,8, TO

FIRST BIN

INSURE ,“., IBX IS

.FTER REAL TIME

8“ REQ” IRED DELAY

,,2: INTERROGATION ,(N 8NDEX

w .s.: REPLY BIN INDEX

1
, (

,NCREMENT ,8., ROX

1. 1.,,,.0..,!0. ., “.,”, IN BIN A,

NO

s,0., .,,,”~ ,NT, RR OGATIOP

?0s,,,0. OF TARGET

FILL 8,.S cORRESPONDING TO

REPLY

Fig. D-3. F1OW diagram of the DABS scheduling algorithm.
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2.0

c
209

c
210

703

213

72

73

J 1,

410

c

321

FORTUN LETING

J=l
Ul=l
EIITRY PO IIIT
UR=UI+PII+RR(J)
sEARCH FOR SLOTS

COFITI!IUE
LR=UR
lF(TF(LR). FIE. o) Go To 72
LR=UR+il R-l
IF (TF(LR).l!E.o) Go To 73

LR =Ul
lF(TF(LR).lJE.o) Go To 72
IF (!II.EQ.1) GO TO 703
LR=UI+III-l

lF(TF(LR).~lE.o) Go To 74

C FILL THE LlliK SPOTS
Oo 213 IB=l,PIR

TF(l C+UR-l) =TF(hlR+UR)+l+FIR- ID
COplTl!lUE
GO TO 410
CO!ITI!IUE
UR=UR+TF(LR)
UI=UI+TF(LR)
GO TO 210
COIITI:IUE
UR=UR+TF(LR)+!{R-l
Ul=UI+TF(LR)+llR-l

GO TO 210
COflTl!lUE
uR=uR +TF(LR)+!!I-l
UI=UI+TF(LR)+!!I-l

GO TO 210
XIIIT(J)=UI
XREP(J)=UR
IF (J,EQ.~iT) GO TO 321

J = J+l

UI=UI+PII+IGAP

~lEXT STEP !JOT FIEEDEO FOR PRESHEOULI!IG
IF (UI. LT. ICLOCK+IEXE) UI=ICLOCK+IEXE
GO TO 205
Et] D
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3.0 VAWABLE DEFINITION

List of Program Variables and Definitions

ICLOCK =

IGAP

IEXE

J

LR

NI

NR

NT

RR

UI

UR

XINT

XREP

Real time.

Minimum number of bins required betieen end of last

interrogation and beginning of the neti.

Minimum time betieen real time and the time an inter-

rogation is supposed to be transmitted.

Index of target in input list that is to be scheduled.

Index of time bin examined.

Leng6h of interrogation in bins.

Length of reply in bins.

Number of targets to be scheduled.

An array for the propagation delay in bins.

Bin index for interrogation.

Bin index for reply.

Array for target interrogation time in bins.

Array for target reply time in bins.
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APPENDIX E

LOOP- LOOP ALGORITHM

1.0

rNEW DABS
PER1OD
LENGTH

IeCan
longest avail-

able cycle fit into the no
time remaining i“ this

DABS period
7

cy.s

Schedule the
Io”gest

available
cycle

H
// o
DONE ‘s U

? T

“o

(1) Set index to the
next longest
available cycle.

(2) Calculate the
remaining time
i“ this DABS

T

I

0
can

shortest
available cycle

,,. fit into the time
remaining in this

DABS
period

?

Fig. E-1. Loop- LOOP algorithm.
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2.0.
FILE:

10
c xx

c xx

c xx

99
Cxx

c xx

c xx

c xx

c xx

c xx
Cxx

14
Cxx

c xx
c xx

c xx

c xx

Cxx

c xx

FORTRAN LLSTING
LOOP FoRT”RhN

N=o

NBLOCK=O
IHIGH= 1
ILOH= NUMCYC
CONTINUE

COUNT DABS PERIODS.
NBLOCK=NBLOCK*l

CLEAR THE COUNT FOB
NCPB=o

P1 08/28/73 16:37 M.I.T. LINCOLN LABORATORY

THE NUNBER OF CYCLES PER DABS PERIOD.

RESET DABS PERIOD DURATION, (LENGTH).
RDABS=DABS
CONTINUE

COUNT THE TOTAL NUMBER OF CYCLES FOR ALL DABS PERIODS.
N=N+ 1

STORE THE CYCLE NUMBER OF THIS LONGEST LIVE CYCLE.
CYCL(N)=IHIGH
NCPB=NCPB+l
TOT(NBLOCK)=NCPB

ARE WE DONE?
IF(N.EQ.NUMCYC)GO TO 100

IF NOT DONE CALCULATE THE REMAINING TIME IN THIS DABS PERIOD.
RDABS=RDABS-DURAT (IHIGH)

SET INDEX TO NEXT LONGEST LIVE CYCLE.
IHIGH=IHIGH+l

CAN THE LONGEST LIVE CYCLE FIT INTO THE REMAINING
TIME IN THIS DABS PERIOD?

IF(DURAT (IHIGH).LE.ROABS) GO TO 99
CONTINUE

CAN THE SHORTEST LIVE CYCLE FIT INTO THE REMAINING DABS PERIOD?
IF(DURAT (ILOU).GT.RDABS) GO TO 10

IF YES, UP THE COUNT OF THE TOTAL NUMBER OF CYCLES FOR ALL D8.RS
PERIODS.

N=N+l
STORE THE CYCLE NUMBER OF THE SHORTEST LIVE CYCLE.

CYCL(N)=ILOW
NCPB=NCPB+l
TOT(NBLOCK)=NCPB

ARE WE OONE?
IF(N.EQ.NUMCYC)GO TO 100

IF NOT, CALCULATE THE REMAINING TIME IN THIS DABS PERIOD.
RDABS=RDABS-DURAT (ILOU)

SET INOEX TO NEXT SHORTEST LIVE CYCLE.
ILOW=ILOU-l
GO TO 14

100 CONTINUE
CXX WE ARE DONE.

END

99



3.0 VARMBLE DEFINITION

List of Program Variables and Definitions

N

NBLOCK

IHIGH

ILOW

NCPB

DABS

RDABS

CYCL

TOT

NUMCYC

DURAT

Number of cycles in all DABS periods.

Index of present DABS period.

Index into the cycle length array, for the longest

available cycles.

Index into the cycle length array, for the shortest

available cycles.

Number of cycles in present DABS period.

The DABS period length.

The remaining time in current DABS period.

An array which contains the cycle numbers as they are

deposited into the DABS periods.

An array which contains the count of the number of

cycles per DABS period.

The number of cycles to be scheduled.

An array which contains the lengths of the cycles

produced by the primary scheduling algorithm.

(Ordered such that low indexes point to longer cycles

and high indexes point to shorter cycles. )

100
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