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SECTION 1
INTRODUCTION AND SUMMARY OF CONCLUSIONS

In this report we present a first order feasibility study of four
particular candidate surveillance systems for the Fourth Generation Air
Traffic Control System. No attempt has been made to compare
these systems, rather we have chosen to examine in detail only the most
crucial aspects of each, This analysis has brought to light many of the
weak points of these systems; these must be addressed in future studies.
We have also identified many of the critical assumptions underlying the
analysis, These should also receive future consideration, It would be
premature to compare the four systems at this time. Such a comparison
will be best performed after the critical areas mentioned above have been

dealt with in greater detail,

For expediency, it was necessary to make certain simplifying
assumptions and to idealize the problem by excluding certain issues from
consideration. In particular, it was necessary to make assumptions about
the traffic model, the desired performance characteristics, the desired
complexity constraints, the environmental effects, and the technological
constraints, These are all considered in detail in Appendix A, We have
explicitly excluded any issues of compatibility with the upgraded third
generation system. Also, we have ignored interaction between the sur-
veillance function and other aspects of the fourth generation system, (i.e.
communications, navigation, and control). Our effort has only addressed
the .over CONtinental United States (CONUS) surveillance problem. Some
of the fundamental assumptions, our most significant conclusiéns and

recommended research and development are summarized below,

B et



I Fundamental Assumptions

A, Full time surveillance of all airborne aircraft with position
measurement updates every few seconds and accuracies of a few

. . 5
hundred feet is required, A system capable of growth to 10
aircraft {peak load} is desired,
B, It is especially important to maintain surveillance on aircraft

during typical maneuvers.

i C. Because 97% of the users are projected to be general aviation

aircraft it is essential that the avionics costs be kept to a minimum,

D, The system is required to operate at L-band.
II. Air-to-Satellite-to-Ground Surveillance Systems
A, Each aircraft autonomously transmits a signature, with a

duration of about one msec, which consists of a few PSK pulses each
of which contains a few hundred 100 nsec chips. The signature is
repeated every few seconds, Two particular candidate systems are
analyzed: a Fixed Signature Repetition Rate (FSRR) system in which
unique identification is determined by the inter pulse time and the
PSK modulation, and a Variable Signature Repetition Rate (VSRR)

j system in which unique identification is determined by the

inter signature and inter pulse times and the PSK modulation,

j B. These systems are demonstrated to be extremely sensitive

to intentional interference. In particular, under optimistic

i assumptions each satellite can be disabled by a 42dbw ERP terminal.
At the assumed L-band frequency this could be achieved with 100w

| of rf power and a 3.5 foot antenna (13° half power beamwidth), This
should take less prime power than a toaster, be easily transportable
in a car or small boat and be within the reach of many hostile polit-

i ical groups, at a cost of under two thousand dollars.
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C. An avionics antenna system with a sufficiently uniform pattern down to
very low elevation angles is costly and complex. To avoid using costly

T ceratare g ~An ;
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constellation are always above 15° elevation angle (in a coordinate system

attached to the aircraft).

D. To ensure continous coverage by four particular satellites during air-
craft maneuvers with banking angles of up to 30°, the four satellites must

be within a cone with a 45° half angle. One reasonable candidate satellite
constellation employs 12 satellites, this imposes a geometric dilution penalty

factor of 20. !

E. From a first order performance analysis which takes into account the
non-ideal link characteristics but makes no allowance for link margin, we
have concluded that neither the FSRR nor VSRR systems achieves an acceptable

level of performance,

1. For the FSRR system to achieve less than 104
false alarms each signature period (2.5 sec),
the resultant detection probability is less
than 2/3,

2. For the VSRR syétem analyzed the etection
probability does not exceed 0,7,

F. We have not demonstrated that air-to-satellite-to-ground systems will
not work. Our first order analysis merely demonstrates unacceptably low

performance levels for the two particular systems analyzed, ;

111, Satellite-to- Air-to- Ground Surveillance System

A, Every second each satellite transmits one 200 bit PSK
modulated pulse with a 100 nsec chip direction., The intervals
during which successive satellites transmit are separated by 8 msec
to avoid pulse overlap over CONUS. Matched filter detection is

employed on the aircraft,




B. A line of sight data ¢
polled by the ground terminal is used to provide the required sur-~
veillance data to the ground processing center. For a surveillance~

only capability, aircraft identity and time differences between pulse

arrivals are transmitted to the ground. This communication link can

be used for other functions, e.g. IPC.

C. A direct navigation capability could be realized by adding
satellite down-link ephemeris transmissions and an avionics position
calculator, Calculator procurement costg are estimated to be less
than $2, 000 in quantity at today's prices; significantly lower costs
are projected for 20 years hence. For this system, position and

identification parameters are transmitted to the ground,

D. Since multiple access noise is not a problem with this system,

satellite orbit constraints are not as severe as they are in air-to-
satellite-to-ground systems. Four satellites within a 55° half angle

cone should be sufficient to permit bank angles up to 30°.

:s
;
E, The required air-ground capability is not grossly different
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; (DABS).

] F. Intentional interference from ground based or airborne termi-

?

nals is limited in effectiveness to line of sight areas.

]

1

G, RMS position errors less than 700 feet should be achievable using

1
i
1
4
i
i

frequency standards accurate to 2 partstin 106. A factor of 3.5 !

improvement in accuracy should be achievable with a local oscillator

stability of 5 parts in 107.
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Air-to- Ground Surveillance System

A, Once every few seconds each aircraft transmits a signature
consisting of fourteen 10usec PSK modulated pulses. KEach pulse

is selected from one of eight and thus a total of 42 bits is transmitted.
These could include both identity and barometrically determined
altitude, Reception by three ground stations permits position deter-
mination by multilateration techniques.

B. Intentional interference is limited in effectiveness to line of
sight areas,

C. Performance estimates in the terminal and en route areas
yield different results because of differences in 1) traffic density,

2) signature repetition rate and 3) maximum range. Although the
resultant signal to noise ratios differ by only 2db, this difference is
sufficient to provide satisfactory performance en route and unsatis-

factory performance in the terminal area,

D. Because of the high sensitivity of performance to signal to
noise ratio and hence to small changes in the assumptions, we cannot
draw any definitive conclusions regarding the feasibility of this system.

b P
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tenuous assumptions underlying the analysis must be addressed in

more detail, These are summarized in part C of the next section. |
Recommendations for Future R and D
A, Air-to-Satellite-to- Ground Surveillance System

1. The extreme susceptability to intentional inter-
ference of the two specific systems analyzed raises a
serious question as to the viability of any air-to-
satellite system requiring low cost avionics equipment.
Specifically we observe that the general topic of jamming
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susceptability deserves careful consideration,

We have demonstrated serious weaknesses in the per-
formance of both systems even in the absence of in-
terference, A redesign of these systems may result

in one with an acceptable level of performance. A

closer approximation to a maximum likelihood tracking
algorithm may be an attractive approcach. The dominant
question is to assess the feasibility of this class of system,

Since the pattern of the airborne antennas can have a
significant effect on system performance it is essential
to obtain more realistic antenna patterns, A currently
ongoing effort at the Transportation Systems Center
should be extremely helpful in this regard.

A second order design and analysis of satellite orbits
should be conducted. Of particular interest is the poss-
ibility of dynamic, real time switching between satellites.
Further investigation of alternative constellations and

the resulting geometric dilution is also desirable.

Variations in aircraft ER} have a significant effect on
system performance and deserve eifort. Of particular
concern are variations between aircraft and variations
over time; included are antenna and power amplifier
degradations.

Since others have addressed the hardware realization,we
have not considered this area in detail, Hardware con-
siderations should be included during the next effort in
the study,

An improved model of the degradation due to
access noise is needed. A complement to thi
a careful study of candidate codes.

muliin
1tip.

s effort is

In spite of small signal suppression, the analyzed systemg
assume a bandpass limiting satellite repeater, This
avoids dynamic range problems inherent in a linear re-
peater. A more detailed study of these competing re-
peater designs is warranted,

Reflection multipath at low satellite elevation angles may

i
serve to (1) increase the ""multiple access"” noise and (2)
affect the design of multipath resistant modulation and
demodulation equipment. A directed experimental pro-
gram may be required to investigate these effects,

A noise measurement program to determine the level of
RFI and industrial noise background at L-band could help
to resolve some of the uncertainty in the system per-
formance estimates and design.

ki 3



Satellite-to-Air-to- Ground Surveillance System

1. Initial feasibility of the system has been demonstrated,
A careful redesign is required to realize a more nearly
optimized design.

2. The satellites have been assumed to operate in a pulsed
mode, Alternative modes should be investigated.

3. The issue of providing onboard navigation should be
reevaluated. After the first order investigation this remains
a promising option. This problem must be addressed in the
broader context of evaluating the required avionics hardware.

4, ‘Because of the requirement for several hundred ground
stations, it is essential to carefully study the cost and com-
plexity of these stations.

5. The required air-to-ground communication link has been
shown to be feasible both in its performance and hardware
complexity, A second order design is required. This effort
should take account of the upgraded third generation ATC system
and the data-link requirements. Use of simple coding tech-
niques on this link should be considered because it can result

in lower power requirements and higher reliability and have

the potential for higher data rates.

6. In air-to-ground communications, reflection multipath
can have severe effects on system performance. Ground based
antennas must be designed and sited properly to amelioriate
these effects, Further investigations should include refine-
ment of the existing computer models and design of suitable

carefully directed experiments to refine the antenna designs

and obtain better multipath models. The effect of reflection
multipath in the satellite-to-aircraft link must also be
determined.

7. Although the selection of satellite orbits is not as critical
for this system as for the previous system, it deserves con-
sideration here also. The same comments also apply to the
variations in aircraft antenna patterns and background noise.

can degrade performance by creating shadow zones, ralsing
interference levels (through ducting) and causing position errors.
Investigations are warranted.

8. Temporal and spacial variations in atmospheric refraction




Air-to~-Ground Surveillance System

1. Acceptable performance has not been demonstrated

for this system. Required for the next iteration is a careful
redesign of the system dnd detailed investigation of several

of the critical assumptions. The dominant problem is to assess
the feasibility of this class of systems.

2. A second order model of the degradation due to multiple
access noise is essential to a good performance estimate.
Emphasis should be on understanding the effect due to the
dynamic variation in the number of users as well as dn the
variation in power due to distance from the receiver,

3. Further studies of this system must address the hard-
ware realization, particularly the cost and complexity of the
several hundred required sites,

4, Reflection multipath degrades performance of this system
in the same way as the air-to-ground link of the previous s
system, A better understanding of this degradation must be
developed.

5. Variations in antenna pattern and aircraft ERP affect
performance. The size of these variations must be determined.

6. Coding should be explored as a means of improving per-
formance,

7. Atmospheric refraction effects should be assessed.




SECTION 2
AIR-TQ-SATELLITE-TO-GROUND SURVEILLANCE SYSTEMS

2.1 Introduction

In this section we consider two different air-to-satellite-to-ground
surveillance systems. The fixed signature repetition -rate system (FSRR)
operates by having all aircraft transmit their signatures at the same fixed
repetition rate. The variable signature repetition rate system (VSRR) .
allows different-aircraft to transmit their signatures at different repetition..
rates, In both cases eachaircraft asynchronously transmits a unique
waveform consisting of a sequence of PSK modulated pulses at low dufy.

cycle {less than 0.:0! percent). The transmission is received by a con-

stellation of at least four satellites and relayed to a ground processing

1

station.,: At this station matched filtering is performed t

a
u
waveform corresponding to each aircraft.

After detécting an aircraft-with at-least four satellites, time of
arrival differences are estimated. . These can be used to. compute the
aircraft's position by calculating the position of the intersection of hyper-

bolic surfaces,

As a prelude to evaluation of the performance of the two systems, it
is necessary to evaluate the received signal to noise ratio. High gain ground
terminal antennas can be utilized in the satellite downlink; hence, this link
can be assumed to be noiseless, Thus, only the uplink performance need

be investigated in detail,
2.2 Satellite Uplink Calculation

Table 2.1 summarizes the air-to-satellite power budget. A pulse

enery of 0.03 Joules is assumed. This is comparable to that achieved in

2



Transmitted Energy
Aircraft antenna gain
Miscellaneous losses

Path loss

Satellite Antenna gain
Received Signal Energy

Receiver noise
power density

Number of users

Pulse repetition rate

Receiver bandwidth

Effective multiple access
noise power density

Effective noise
power density

Limiter loss

TABLE 2.1

AIR-TO-SATELLITE POWER BU

24 db

-182.5 dbJ
-201 dbw/Hz

h)

~noa
ou ap

3 db/sec

73 db Hz

-202.5 dbw/Hz

-199 dbw/Hz

-1 db

Aircraft antenna disadvantaging -3.5 db

Aircraft power amplifier
disadvantage

Decorrelation loss

-1db

-1db

Excess atmospheric absorbtion -1 db

Effective signal energy to

noise power density

9 db

10

BT

See Appendix A
See Appendix A
Feed and atmosphere losses

1. 6 GHz, Synchronous
elliptic orbit. See Appendix D,

10° beamwidth

RFI, thermal and front
end noise of 600° K

™_ -1
red

T4 e

FSRR 5 pulses in 2.5 sec.
VSRR 4 pulses in 2 sec,

Receiver plus effective
multiple access noise,

Bandpass limiter
See Appendix A

See Appendix A

See Appendix A

Oxygen absorbtion
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the laboratory with solid state power amplifiers today. However, it is

easily achievable with tube technology.

The path loss used in the power budget represents a worst case
assumption for the candidate inclined sychronous elliptical satellite orbits
described in Appendix D, The satellite antenna is assumed to be a re-
flecting dish shaped to provide a relatively uniform nominal 24 db antenna
gain over CONUS. The allowance for a peak loading of 1()5 users is in-
tended to allow for a factor of two growth from the peak aircraft loading
projected for 1995. For both of the systems which were analyzed, each
aircraft averages one pulse sequence in 0.5 sec. Each pulse is assumed
to be phase modulated with a chip duration of 100 nsec. This implies

an effective bandspreading of approximately 20 MHz,

To compute the degradation in performance due to the multiple
users of the system we assume that the degradation of any particular user's
performance caused by the signal of any other user is the same as it would
be if this signal consisted of an equal power of white gaussian noise in the
band. This should be viewed as a first order assumption. A more exact

model would account for the variation in simultanecus loading.

It has been assumed that 2 bandpass limiting satellite repeater is em-
ployed. This davoids the problems of large dynamic range inherent in a
linear repeater. Since a small signal inbedded in additive Gaussian noise
suffers a loss of 1 db when passed through a bandpass limiter, a 1 db limiter

ﬁ

loss has bheen assumed,.

In order to compute the multiple access noise it was necessary to

assume average aircraft parameters. However, to achieve the desired

of keeping tracl

—t

goa
system, not for the average aircraft, but for a highly disadvantaged aircraft.

When an aircraft banks it is especially important to retain surveillance in

spite of the fact that one or more of the four satellites may be at a low elevation

11



angle (in a coordinate system that is stationary with respect to the aircraft
antenna), It is clear from the discussions in Appendix A that as this elevation

angle approaches zero, the aircraft antenna gain and hence the aircraft ERP

in the direction of the satellite is significantly reduced. In order to keep

the resulting loss within reason the following strategy was adopted.

i The goal was set of maintaining surveillance of all
: . o
aircraft banking at angles of 30~ or less.

2. Satellite orbits were selected which insure that from

every point over CONUS there will be at least four satellites

within a cone of 452 half angle centered at the Zenith position.

From examining the representative antenna patterns of Appendix A

it can be observed that the resultant minimum antenna gain at 15°, i.e.,
45° minus 306, is -1 dbs hence, the minimum included aircraft antenna
gain is 3.5 db lower than the nominal 2.5 db antenna gain. Requiring four
satellites within a 45° half angle cone imposes a geometric dilution penalty.
The first order analysis of Appendix D indicates that the position errors
are a factor of twenty larger than the errors in estimating time
differences, (See Tables D. 1 and D, 2).

The actual rf power transmitted will vary from aircraft to aircraft.
We have optimistically assumed that the minimum rf power is only 1 db
below the average power. In Appendix A we have estimated a loss of 1 db
due to frequency offset between the receiver frequency standard and the
received waveform. This offset is caused by local oscillator instability,

aircraft motion, and satellite motion.

These rather optimistic estimates lead to an estimated signal energy
to noise power density at the satellite receiver of %0— = 9 db. This will
form the basis of the performance analysis of the two candidate systems
described in the next two sections. The link calculation which arrives at

this value of signal energy to noise power density is shown in Table 2. 1.

12



2.3 The FSRR System

In this subsection the signal waveforms which the FSRR system
utilizes are briefly described and the FSRR system performance summarized.

The FSRR system is extensively described and analyzed in Appendix B,

The FSRR system operates with each aircraft transmitting a sig-
nature consisting of 5 pulses. A typical signature is shown in Figure 2. 1.
Pulse A is an initial synchronization pulse. The pair of pulses, B and C,

are positioned symmetrically with

positioned trically 1 res

ect to a center axis which is placed

yo)
at a fixed distance from pulse A, This pair of pulses can occupy one of
317 possible pair positions. Similarly, pulses D and E are symmetric with
respect to a center axis which lies at a larger fixed distance from pulse A.
Pulse pair D-E also can occupy one of 317 possible pair positions around
its center line. .

Each of the five pulses which constitute the signature of any particular
aircraft is composed of the same pseudo random sequence;other aircraft
may use different sequences. The system uses ten different pseudo random
sequences to construct the aircraft signatures. Hence, there are 10 [i.e.,
1_0(317)2] possible signatures. Thus, the FSRR system can accommodate
106 aircraft. Each aircraft transmits its signature once every 2.5 seconds.

aa PRSI T . P T T IR o d
Lne 1gtal {11rie duration Of tie S51grnnaiure 1s 4t
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nost 1
pulse consists of 200 chips of 100 nsec duration. Position updates can thus
be accomplished once every 2.5 sec, Small changes in the update rate ha?fe
little beneficial effect on system performance. Increasing the update rate to
once a second increases the multiple access noise; it can easily be shown to de-
crease the signal to noise ratio from 9 db to 7.5 db. On the other hand, de-
creasing the update rate at most increases the signal tor
Two parameters Wf and P., are used to indicate the performance of
the FSRR system. The first of these parameters, N, is the average num-

ber of false alarms generated by the system in a 2.5 second period. The
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A typical FSRR signature.

Fig. 2. 1.




system will generate a false alarm if at a specific time it declares that an
aircraft is in the airspace at a certain position and either the aircraft is not

in the position given or not in the airspace at all.

The second parameter, P is the probability that the ground station

D!
declares any particular aircraft to be present at its correct position at a

particular time.

Table 2.2 gives the false alarm and detection performance of the L
FSRR system for various values of received signal to noise ratio. E/No —I\Tf
is 2 lower bound te N . and P is an upper hound to PD’ Hence, the Table
represents the best possible FSRR performance. The parameter Pd is the
probability that a signature pulse received at the filter to which it is matched
will in fact be detected. Pf is the probability that the same filter will be
excited by noise and declare a matched pulse present at its input when, in
fact, none is present. In the table each (Pf, P4) pair can be realized at the

value of E/NO given.

TABLE 2.2
FSRR SYSTEM PERFORMANCE

E/N_ P, P, “.IT\“I}LJ pg
9 db 0.98 0.1 1,038 x 104 0.667
9 db 0. 99 0.2 3,62 x 107 0. 82
9db 0. 997 0.3 ¢.54 x 10% 0. 94
13,5 db 0.9998 .01 1,126 0. 99
6 db 0.82 0.1 790 . 0188
6 db 0.92 0.2 1.23 x 10 .188
6 db 0.94 0.3 2.64 x 10 0.29




It is evident from Table 2, 2 that for an E/No db (which is the

.l
=0

generate in a 2,5 sec, period is of the order of 10", This represents an
intolerable additional computational load that the system could be forced
to accommodate, Furthermore, the system detection probability is at

best equal to 0. 94 which is an unacceptably low figure.

The fact that the effective signal to noise ratio computed in Table 2.1
is so small, i.e., 9 db,is due in large part to the aircraft antenna dis-
advantage., It could be argued by some that this 9 db value will only apply
to one air-to-satellite link and that the other air-to-satellite links will have
higher signal to noise ratios; hence, system performance should be better
than that illustrated by Table 2.2. Unfortunately, this view is fallacious.
The bounds shown in Table 2.2 (for the entries corresponding to EO/HO: 9 db)
depend upon only one air-to-satellite channel having the deteriorated signal
to noise ratio of 9 db. Even if three of the air-to-satellite channels are
operating with an infinite signal to noise ratio, but one is operating with a
9 db signal to noise ratio, the performance of the FSRR system will be the

degenerated performance given for 9 db in Table 2. 2.

The aircraft antenna disadvantage is due to the fact that the aircraft
banks at an angle of 30 degrees potentially causing the lowest gain portion of |
the antenna pattern to point toward one of the satellites., Thus, the power
received from this aircraft is less than the average power received from
the other aircraft. Since only a fraction of the aircraft will be disadvantaged
at the same time, one might conclude that the system performance is much
better than that illustrated by Table 2.2, Unfortunately, this view is also
fallacious. The figures of Table 2, 2 are determined by the thresholds set

at the ground station matched filters. The philosophy of an air traffic control

16



surveillance system must be to detect the weakest aircraft in the airspace.
This forces the matched filter thresholds to be designed for the disadvantaged
E/N0 equal to 9 db. Hence,. the actual system performance will not be any
better, in terms of false alarms, than the bound given by Table 2. 2. The

detection performance will only be better by a negligible amount.

It should be noted that the required computational load in the FSRR
surveillance system is not overly complex, Aircraft signatures are
received and stored sequentially with respect to time at each of the four
ground station memories, A processor moves through the memory of one
of the satellite ground stations. If it locates the signature of aircraft 'i'
stored at an address corresponding to reception at time t, it notes this.
The processor then interrogates the
an inquiry as to whether or not each of them received aircraft ""i's'' signature
within +24 msec, of t. If they all answer in the affirmative, aircraft ''i"

is declared present at time t. and its position is computed, All of the

1
operations just described are very simple computational procedures. This

is an attractive feature of the FSRR system,

Another feature of the FSRR system concerns its performance in the
event of a total system failure. The FSRR system operates with absolutely
no memory from signature repetition period to signature repetition period.
Each consecutive 2.5 second interval the system acquires (or attempts to
acquire) all the aircraft in the airspace. Thus, a system failure will cause
no extra drain on the computational power needed at the ground station. |
After the cause of failure is corrected the FSRR system merely proceeds
operating normally. It will automatically reacquire all aircraft,

{(provided they are detected), within 2.5 seconds.
2.4 The VSRR System

The other air-to-satellite to-ground surveillance system which has

been considered requires that each aircraft transmit a signature at a fixed

17
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repetition rate, However, the repetition rate can vary from aircraft to
aircraft., Specifically, it can be one of 100 possible rates. We call this
system the Variable Signature Repetition Rate (VSRR) system. It is de-
scribed in detail and analyzed in Appendix C. In this subsection the signal
waveforms which this system employs are described and its performance

is summarized,

The VSRR system operates with each aircraft transmitting a specific
codeword every x seconds, with x being one of the 100 possible numbers in
the get (2. 000,..,2,099). The utilization of different codeword repetition
rates is a central feature of this system. The aircraft codeword consists

of 4 pulses. Each pulse is itself, a 511 chip long pseudo random sequence.

A AT

™ "ﬂ
44 Chip is

[
o

0 n sec long and carries one bit of information by PSK modulation,

4]

A typical aircraft codeword is illustrated in Figure 2,2, The pulses are
labelled A, B, C, and D, Each of these pulses is chosen from a different
set of 12 pseudo random sequences, with all sets being disjoint. This im-

plies that these are (12)4 possgible codewords. Since x can take on one of

. 4 . . .
100 possible values, there are 100 (12) possible aircraft signatures. As-
suming an aircraft population of 1@6 the VSRR system can then supply each

aircraft with a unique signature,

The parameters used to measure the performance of the VSRR
system are similar to those chosen for performance measurement of the
FSRR system. One of the parameters is T\T;, which is the average number
of false alarms generated by the system during a tracker cycle. A tracker |
cycle corresponds to approximately 2.1 seconds (i. e., one codeword re-
petition period). The definition of a false alarm generated by the VSRR
system is similar to that of the I'SRR system, A false alarm is the event
of the VSRR system deciding, at a central surveillance station, that a
particular aircraft is at a particular position at a particular time, when

in fact this is not true.

18




Fig. 2. 2.

A typical VSRR signature.
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The other performance parameters used in analyzing the VSRR~
system measure how well this system correctly detects an aircraft. On
a given tracker cycle an aircraft is said to be detected correctly if during

this cycle the central surveillance station records the aircraft's position

at a certain time and in fact the aircraft is at this position at this time.

Because the operation of the VSRR system is very complex, we
do not attempt to directly compute the probability of correct detection of
a given aircraft. Instead, several equivalent detection parameters are
computed and used to measure the detection performance. One of the most
important of these pararmeters 15 Pd (i/i-1), This is the probability that
aircraft "'j'" is correctly detected on the ith tracker cycle given that it has

already been cbrrectly detected on the (i- 1)th tracker cycle.

Table 2.3 gives the false alarm and detection performance of the
VSRR system., These results were obtained by assuming a received signal
to noise ratio, E/No, equal to ¢ db (as computed in Table 2.1). The per-
formance is computed for various values of Pf and Pd where P, and Pd are

as defined in Section 2. 3, _I\Tfu is an upper bound to _N:C u,P(]; (i/i-1) is a lower
bound to Pd (i/i-1). While the VSRR system performs at a better figure

than these bounds, the bounds are expected to be fairly tight.

As 18 . when the detection threshold is selected

guch that P £

extremely good, However, the detection performance is not acceptable.

= 0,05, the false alarm performance of the VSRR system 1is

Lowering the threshold so that Pf increases to 0, 1 still gives an acceptable
false alarm rate. However, the detection performance, while improved,
is still not acceptable. Lowering the threshold further causes both the

false alarm and detection performance to degenerate very rapidly. The

system ultimately suffers from a great many false alarms which represent
a severe computational penalty. The detection parameter, Pd (i/i-1} is
not close enough to unity to be operationally attractive for any of the Pf, Pd

combinations considered.
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In comparing the performance of the VSRR and FSRR systems one
cannot recommend one of these systems over the other, assuming E/No = Gdb.
At this value of received signal to noise ratio the performance of both

systems is unacceptable.

It should be remarked that the VSRR surveillance is extremely
complex with respect to the computational power it needs. This complexity
arises from the fact that variation of the aircraft codeword period is used
to provide unique identity. This implies the need for a complex sorting
procedure to obtain an initial track on the aircraft. While implementation

of this procedure is feasible, the computational power it requires is quite

large,.
TABLE 2.3
VSRR SYSTEM PERFORMANCE .
E/N_ P, P Ffu P, (i/i-1)
9 db 0. 05 0,965 | 75.5. 107% 0. 565
9 db 0.1 0.98 31 - 0.7
9 db 0.15 0.985 | 3.98.10° 0. 665
9 db 0.2 0.99 | 1.271. 10° 0. 505
9 db 0.3 0.995 | 1.630- 10’ 0. 0695

_ It should be noted that computational requirements for restart of the
VSRR system after a total system failure are modest. Although this system
does not automatically reacquire all aircraft within a signature repetition
period, (i.e., approximately 2 sec.), it does have the potential to do this
within 5 signature repetition periods {approximately 10 seconds). The
added delay is due principally to the incorporation of a tracking feature in
this system. This feature is necessary because of the variable signature

repetition rate character of identification. This tracking feature utilizes
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memory from one repetition period to another, thus requiring a longer

reacquisition time,.

This system is designed to provide position updates once every two r
seconds, Small changes in required update rate have little beneficial effect on |
system performance., In particular, if the update rate is increased to N "
once every second the signal to noise ratio decreases by 2 db, resulting
in an E/N0 of 7 db, On the other hand, a decrease in the required update

rate can at most increase the signal to noise ratio by 2 db.

As a final remark, one should note the similarities betweeen the
VSRR System and the LIT (Location/Identification Transmitter) type system
described by Otten et, al. of TRW*. Both systems assign a unique sig-
nature to each aircraft by providing it with a unique codeword-repetition
period pair. The VSRR system constructs each codeword from four pseudo-
random sequence pulses. There are (12}4 distinct codewords which it
employs. It chooses each repetition period from a set of size 100. The
LIT system referred to transmits a one pulse codeword and utilizes only
50 distinct codewords. It chooses a repetition period for each aircraft

from a set of size 104.

As one can readily conclude, the main burdern of unique identity
in the VSRR system is carried by the codeword information. The main
burden of unique identity in this LIT system is carried by the repetition
rate modulation. The implication of this difference is given in the following
|

paragraph,

From the description and analysis of the VSRR System performed
in Appendix C, it is evident that the presence of varying repetition rates

forces the computational operations needed in the system to become quite

d

“nSatellites For Domestic Air Traffic Control' - -paper given at AIAA 3"
Communications Satellite Systems Conference--April 1970.
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involved. In order to obtain initial acquisition of the aircraft, the received
signatures must be sorted, which is not a trivial task. However, it does
not appear that the presence of varying repetition rates enhances the system
performance, The LIT system referred to uses a great many more rep-
etitién rates than the VSRR system. Therefore, the sorting problem must

The
(815

i = A
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1gly more costly, (in terms of computation requi

corres 1), On

po red
the other hand, its performance will not necessarily be improved because

of this,

On the basis of this brief comparison we can conclude that the VSRR
system is more attractive in terms of its complexity than the LIT System

mentioned,
2.5 Other Considerations

We have observed that neither the FSRR nor the VSRR air-to-satellite-
to-ground system is expected to have an acceptable level of performance.
In this section we address the susceptability of these systems to jamming

and also consider prospects for improving these systems.

It is evident from the preceding sections that system performance
is extremely sensitive to changes in E/NO. For a first order measure
of the jamming susceptability we shall evaluate the jammer ERP required
to reduce E/N0 by 3 db. In Table 2.4 we calculate the power level required
to increase the effective noise power density by 3 db. Only a 42 dbw ERP i

he realized with a 3.5 foot antenna

facility is required, This facility can
with 100 watts of rf power. The cost and operational complexity of a 42 dbw
ERP facility are sufficiently small to make such a threat readily available
to a large variety and number of groups within the country or close to it.
Such a facility is also easily mounted on a small off-shore pleasure craft,
Naturally, the jammer's antenna must be pointed at the satellite; however,

with the assumed 10° beamwi
in Appendix D a single jammer is sufficient to impose a serious penalty in
geometric dilution. A few jammers, each directed at different satellites,

should be sufficient to completely disable the entire system.
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TABLE 2, 4
TERRESTRAL JAMMER FOR AIR TO SATELLITE SYSTEM

Jamming power required at -126 dbw Equals the effective noise in the
the satellite to reduce the receiver bandwidth, i.e.,
effective signal energy to '

noise power density by 3 db.

Satellite antenna gain (-) 24 db 10° beamwidth

Path loss (-} +188 db 1.6 GHz, synchronous orbit
Miscellaneous loss (-) +4 db

Required Jammer ERP 42 dbw For example, 100 W of RF

Power and a 3. 5 foot antenna
(22 db gain, 139)

In examining the prospects for improving this class of systems we

can make the following three observations:

1. An increase in pulse energy can at most yield an
improvement in E/N, of 2.5 db because of the
multiple access noise. Unfortunately, system
performance would remain unacceptable, although
somewhat better performance is realized.

2. Some improvement in performance may be realized
through improving the signal waveforms and the
associated receiver structure.

3. A rapid access ground-satellite-air communications
link for use in collision warning and avoidance is a
prime candidate for this system. The feasibility of
such a link is dependent on the details of the surveillance
system and thus is best designed along with a redesign
of this system.

We believe, however, that the most essential next step is to try to

g threat to any air-to-satellite-to-ground surveillance
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system as contrasted to the above assessment of the jamming threat to these
two particular systems. It is difficult to determine at this point whether

. or not it will be necessary to design an effective air-to-satellite-to-ground
surveillance system in order to perform the assessment of the jamming

threat.
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SECTION 3
SATELLITE-TO—AIR-TO—GROUND SURVEILLANCE SYSTEM
3.1 Introduction

The satellite-to-air- portion of this system is, in a sense, the dual
of the air-to-satellite link of Section 2, In particular, it employs a satellite

- QTS .

constellation with a minimum of four satellites, each of which transmits
one ron ‘J.

nodulated 20 usec pulse every second
selected to be 100 nsec, The PSK modulation is assumed identical for all
satellites, The pulses are synchronized from satellite to satellite with an
accuracy of one part in 1_07; however, a fixed delay of 8 msec between pulse
transmissions from different satellites is imposed to ensure that no pulses

overlap anywhere over CONUS, At the receiver, a matched filter envelope

are sufficient to permit

o
v
.
¥
-
f

'1

aircraft position to be calculated. Two alternatives are considered in this
section, In the first position is calculated on the aircraft and then transmitted
to a ground station within line of sight, to provide both a navigation and a
surveillance capability, In the second, the time differences are simply
transmitted to a ground station within line of sight, to provide surveillance

lyz erformance of the satellite-
to-air link, the air-to-ground link and the computational complexity required

to realize a navigational capability.
3.2 Satellite-to-Air Link

The down-link path loss calculation is presented in Table 3. 1. The
pulse energy transmitted by the satellite is assumed to be 9 db higher than
that transmitted by the aircraft in the air-to-satellite-to-ground systems,
A vacuum tube power amplifier could be used if suitable solid state power

amplifiers cannot be developed. The aircraft antenna gain is assumed to be
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TABLE 3,1

SATELLITE-TO-AIR LINK CALCULATION

Transmitted Energy -6 dbJ
Satellite Antenna Gain 24 db
Miscellaneous Losses -3 db
Path Loss -192 db
Aircraft Antenna Gain -3 db
Received Signal Energy -181 dbJ
Received Noise -199 dbw/Hz

Power Density

Effective Signal Energy to 18 db
Noise Power Density

27

See Appendix A

1 Oo beamwidth

Feed and atmospheric losses

1.6 GHz, sychronous el-
liptical orbit {Appendix D)

Elevation angles of 59 or
higher See Appendix A
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-3 db or larger, From Appendix A this is seen to correspond to elevation
angles of 5° or higher., (For this system it is not necessary to require a
minimum elevation angle of 15° as was required in the air-to-satellite-to-
ground systems to limit performance degradation due to the multiple access
noise). It therefore follows that the four satellites must be within a cone

of half angle 550, centered at the zenith position, irn order to service all
aircraft with bank angles no greater than 30°. The geometric dilution and
the minimum required number of satellites are expected to be smaller for

this system than for those of the previous section,

We see from Fig, 3.1 that with an

= 18 db,

e

o
the system can achieve a pulse detection probability of

Pd = 0, 9999

concomitent with a pulse false alarm probability of

-12
sz 10 .

It follows that the probability of detecting the required four pulses is

p -p*

D q =0 9996

and, if the matched filter is sampled once every 25 nsec, the average num-

ber of false alarms per aircraft per second is over bounded by
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This is an upper bound since it doesn't take account of the constraints

between received pulses from successive satellites within the constellation,

. . 5 . .
With a population of 10~ aircraft it follows that over any particular
one second interval, there will be an average of less than four aircraft which
detect one or more false pulses and 40 aircraft which fail to detect a trans-

mitted pulse. For the assumed model it is verv unlikely that the same air-
craft will detect false pulses and fail to detect the correct pulse during one
satellite transmission period, We view this level of performance to be

be acceptable,
3.3 Air-to-Ground Link

In this section we discuss the signal structure employed in the air-
to-ground link portion of the satellite-to-air-to-ground surveillance system.
The performance of this link will also be summarized, The air-to-ground

link is considered and analyzed in extensive detail in Appendix E,

As has been stated in Sec. 3.1, each aircraft can calculate its
position using the differences in the times of arrival of signals transmitted
to it by the satellite constellation, The task of the air-to-ground link is
to transmit position data to a ground station, As has been previously stated
there are two ways this can be accomplished. The differential times of arrival
can be transmitted directly to the ground and position computation carried
out on the ground, An alternative to this is to transmit the aircraft position
coordinates, which are computed on board the aircraft, to the ground. Both
of these transmission methods are considered in Appendix E. In this sub-
section, we shall only aescribe position transmission using the second of

these alternatives,
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On the air-to-ground link position data is transmitted using a

modulation format called, "On-Off Keying.' In this modulation format a

||-l|| ar . = i .)' 1 1- L Y

binary digit ! is transmitted by sending a pulse having a durati
0.5usec, A binary digit "0’ is transmitted by having the channel quiet
(not transmitting anything) for 0.5 sec,

Each aircraft is assigned a unique identification number, some
integer from 1 to 106. An aircraft relays its position to the ground only

upon request from a ground station. When an aircraft receives a request

for its position it responds by transmitting to the ground station a codeword

consisting of 79 bits. The structure of the codeword is as follows:

1. The first 10 bits are '"1's.'" This is a synchronization
prefix which allows the ground station to identify the
beginning of the codeword., The On-Off Keying modulation
necessitates this,

2. The next block of 20 bits is the expansion to base 2 of
the aircraft identification number,

3. The following block of 11 bits represents the aircraft
altitude to within an accuracy of 50 feet.

4, The next block of 19 digits represents the difference
between the aircraft's longitude and 609 W longitude
{which we consider the eastern boundary of CONUS
surveillance), to within 0, 01 minutes.

5, The final block of 19 hits represents the difference
between the aircraft's latitude and 159 N latitude, (which
we consider the southern boundary of CONUS surveillance),

to within 0, 01 minutes,.

%

Each aircraft revises or updates its codeword when it receives a new
transmission from the satellite constellation, As has already been stated
each aircraft uses its codeword to relay its position to the ground station
upon request, A ground station cycles through all aircraft in its area of con-
trol making this request and then repeats the procedure., Each interrogation
cycle is of the order of a few seconds. After the ground station receives

and interprets an interrogated aircraft's codeword it enters its position on
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a list, This list is updated with each interrogation cycle,

Table 3,2 is an air-to-ground link power budget for transmission
of one bit representing the digit '"1" in a codeword, E/No the received
energy to noise power density is 20 db, This corresponds to a received
bit error probability of (0, 355) 10_5. Using this bit error probability the

following lower bound can be computed:

/a specific aircraft I a specific
Prob | position is correctly aircraft is |=0,9996
updated on an inter- interrogated

rogation cycle

This is a measure of the surveillance performance of the air-to-ground

link, This lower bound indicates that the link performance is satisfactory.
TABLE 3,2

AIR-TO-GROUND LINK POWER BUDGET

Pt (peak signal power' 23 dbw See Appendix A

transmitted)

Pulse duration -64 dbsec 0.4 usec

Aircraft transmitting 0 db

antenna gain

Range loss -143 db 200 mile maximum slant |
. range, 1 GHz.

Receiver Noise Power -199 dbw/Hz RFI, thermal and front end

density (NO) noise (IOOOOK)

Miscellaneous losses -3 db Feed, atmospheric and

signal disadvantage

Receiving antenna gain 14 db Fan beam 3° by 9°

Multipath Fading -6 db See Appendix G

Signal Energy to Noise 20 db

Power Density (E/No)
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3.4 Avionics Computer to Provide Navigation Capability

The computer requirements for on-board navigation in the satellite-
to-air system are discussed in this section. A summary of the various
computational tasks involved in determining the aircraft position, and
estimates of the computer capabilities necessary to update the aircraft
position at one second intervals are included in this section, It is shown
that the computational tasks are well within the capabilities of a 4096 word,
16 bit minicomputer, e.g., the Nova. A rough estimate of the cost of a
special purpose navigation computer is also included. A complete analysis

may be found in Appendix F.

Hh
by

P 2.
ferential

The computer receives, at intervals of K1 seconds, the di
times-of-arrival of ranging pulses from N synchronous satellites. It also
receives, at intervals of K2 seconds, the ephemeris data for the N satellites
and an accurate time of day. From these data the computer calculates,
every K1 seconds, an estimate of the aircraft position, For the purposes

of this analysis, N has been taken to be five; and K1 , one. K2 may be

thought of as a parameter in the design of the computer, as larger values
of K, introduce larger errors into the aircraft position estimates. A maximum

value of KZ equal to 100 could possibly be attained,

The computational tasks during each one second interval fall into

four classes:

1. Updating the satellite positions,

2, Computing a predicted aircraft position at time t from
the estimated positions at times t-2 and t-1, assuming
a constant velocity over the interval (t-2,t),

3, Estimating the aircraft position at time t using the most
recent pulse arrival time differences and the predicted
aircraft position at time t.

4, Converting this estimate from an inertial rectangular
coordinate system to a rotating spherical coordinate

MALLiTe

system (latitude, longitude, and altitude).
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It is shown in Appendix F that errors in estirmating the satellite
ranges introduce errors in the estimated aircraft position in the same

manner as do errors in determining the satellite pulse arrival times.

That is, satellite tracking errors are amplified by the geometric
dilution of the satellite constellation. The amplification may be an order
of magnitude, Thus, satellite tracking errors in the radial direction must

be no larger than a few tens of feet,

If the satellites are tracked using a linearized, discrete time
approximation to the satellite dynamics, then the tracking error can be
conservatively upper bounded by
2—(b—30)

.05 K, 4+

> (.4 K

5 T .5} feet

where b denotes the number of bits used in the computations., Thus, if KZ
is taken to be 50, and 33-bit registers are used, the tracking error can be

bounded by five feet,

Another possibility is to use the exact solution to the satellite

trajectory. This method requires more computations; but, because it is not

a recursive method of tracking the satellites, computational errors do not

accummulate, It is shown in Appendix F that the tracking errors are bounded

by five feet using this method when K, is 100, when 30-bit registers are

2
. . . 6
used, and when the aircraft clock is accurate to 2 parts in 10",

The remaining three computational tasks may be performed using
30-bit registers, The most important contributor to roundoff errors in
the calculations, a Gaussian solution to set a linear equations, can be
shown to introduce no more than 20 feet of error to the aircraft position

estimate. This bound is independent of the geometric dilution facotr,

L P g, B R
LIl 10110
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computations required to make one position determination.

less than 200 multiplications

less than 50 divisions

less than 200 additions

less than 100 30-bit registers(read-write)
364 22-bit registers of read-only memory

less than 2500 registers for the program (read-only)

A Nova computer with 2 memory cycle time of 2. 6 4 sec. could perform

all the computations for each position estimate in less than 50 msec; this

corresponds to an idle time of 95%.

While it is difficult to estimate the cost of a special purpose
navigation computer, one can expect that by 1990 the cost would be less
than $1000, assuming that the computers are to be produced in large

quantities,

3,56 Position Estimation Errors

As has been shown in Sections 3, 2 and 3. 4, there are several con-
tributors to the error in estimating the aircraft position, A first order

model for the position estimation error vector, %, is
8=KHe+be

where §c represents the calculation round-off errors; ¢ is a random
vector representing the combined effects of errors in tracking the satellites
and errors in measuring the pulse arrival times; and Hand Kare matrices,
H represents the operation of calculating pulse arrival time differences and
K represents the linearized portion of the estimator. It has been shown in

Appendix I that a worst case bound on §c is
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Il 8c|[ < 20 feet.

Therefore, the rms position error can be bounded by

<||KH el + 20. (3-1)

”éll rms rms

The random vector ¢ can be written as

OI;—-

€ = et+ep +t o+ eV,

In the above, €t represents errors in estimating the satellite ranges and

c is the speed of light; € p represents errors in determining location of

the peaks in the matched filter output; €0 represents errors resulting from
oscillator inaccuracies; and g¢v represents errors resulting from motion

of the aircraft during reception of the satellite pulses. The mean square

value of“_lj} E _e_” can be wricten as
2 s 2 2
E(|KHe!=E(IKH epl|V+E(IK H evlh (3-2)
+E(IEH eo |9 +BE(] L KB et |1
+2p |[K H eol] - II%K H et

where p is some number with | o [ < | representing the correlation between

€o and g t (The other €'s are assumed uncorrelated).

Each of the above terms may now be bounded using the geometric
dilution factor of the satellite constellations, which will be assumed to be

10. Because the value of H & ”rms decreases as more satellites are used,
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the following analysis is based on the minimum numbezr of satellites, i.e., four.

From Appendix I it follows that for a random vector x with zero

mean components, but otherwise arbitrary statistics,

b=
Jax
1%

where k is the geometric dilution and y is that portion of x which is
orthogonal to the null space of H. In the special case where the components
of x are uncorrelated and have variances all equal to 0-2, then

| K H x| = kg feet

rms
If the matched filter output is sampled every 25 nsec, then the

components of €p can be assumed to be uncorrelated and uniformly dis-

tributed between -12.5 nsec and 12,5 nsec. Thus, each component of gp

has variance

2

. {25} 2
Var [ {(ep) i) ] = 1 = 52 nsec

Consequently,

Il K H ep || = 7,21 k feet (3-3)
- = - rms
Timing errors in the vector gv are a result of the motion of the
aircraft between pulse receptions, If the aircraft is moving at velocity v,
where the angle between this motion and the unit vector to the i'th satellite

is Bi, then ¢v is of the form
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T2 cos 92
Ev = % \T3 cas 83_
T4 cos 84/

where Ti is the arrival time (in seconds) of.the pulse from satellite i,
measured from the time of arrival of the pulse from satellite 1. If one
removes the component of ¢ v that lies in-the null space of H, and uses
the fact that all pulses arrive within a 32 msec interval, then it follows
that

< 2.9 %10 % vk feet. (3-4)

18 Hoevil

Errors in tracking the individual satellites over intervals of 100
seconds using the exact expressions for the satellite trajectories have . rms
errors that are proportional to the rms oscillator error (since the real -
time is-needed to.calculate satellite positions), The variance of-each’

component of gt is”
Var [ (et)i]=3x% 10" o2 feet 2

where ¢ is the rms fractional error in the oscillator. As the components

of ¢ t cannot be assumed to be uncorrelated, |

14 x| et]] < 3.5x 10% o k feet. (3-5)

Oscillator inaccuracies introduce errors in measuring the times

between pulse arrivals. The vector €o is of the form
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where A is the random error in the oscillator ( A rms = ¢), and Ti is the
time of arrival of the i'th pulse. Removing the component of ¢o the null

space of H, and using the fact that all pulses arrive in a 32 msec interval,
it follows that

Iy
N

o~
o
W
.
=]
-1
o
-
D
D
3
»
1
o

o |l <2.
W yms —

=
el —

If the satellite constellation has geometric dilution k = 10; if the
oscillator rms error is ¢ = 2 x 10_6; if the aircraft is moving at velocity
p=.5; then Eqs. (3-1), (3-2), (3-3), (3-4), (3-5), and (3-6) result in

<20 + 10 \.’m 212 + 292 + (D% + 53)% + (5753

L]

s ll

rims

&l g <648 feet.

The above estimation error may not be satisfactory. If such is the
case, there are several ways to reduce the error:
1. Obtain a lower geometric dilution with a better designed
satellite constellation,
Improve the oscillator stability.
Estimate the aircraft velocity and compensate for it in the
position calculations,
The first of these options could be costly, as it could require many

more satellites. On the other hand, reducing the oscillator error by a factor
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of four and compensating for the aircraft motion are considerably less costly.

If one estirmates the aircraft velocity by subtracting the position
estimates at one second intervals, then the rms error in the velocity
estimates is just JE times the rms error in each position estimate. However,
the errors in the position due to €t and €0 are fairly constant over intervals

of several seconds, Thus the error in the velocity estimate, £, satisfies

rms -~

el <\E(20+10{(7.21)2+(2.9x10'2HEH rms>2)

Thus, by estimating the velocity in this simple manner, the effective

& s | = 147 ft/sec,

6

If the oscillator rms error is now reduced to o= .5 x 10", the

rms position error is

e Il <20+ LOJ(‘?.Z;)Z 1 (4.26)% + (1.75)% 4 (13.3)% + (L5)(1. 75)(13. 3)
< 182 feet,

| ——

Thus, these fairly simple changes yield significant improvement.
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SECTION 4
AIR-TO-GROUND SURVEILLANCE SYSTEM
4.1 Introduction

In this section we describe and analyze one candidate air-to-ground
multilateration system. Each aircraft is assumed to periodically transmit
a waveform representing its unique identification and its current baro-
metrically determined altitude. Reception by a minimum of three ground
sites permits an aircraft position to be calculated. We again assume that
each aircraft has a frequency standard which is accurate to two parts in
106, however, it is assumed that each aircraft does not have a real time

clock.

The transmitted waveform is assumed to be a sequence of 14 pulses,
each of 10y sec. duration. Each pulse is assumed to be selected from one
of eight binary PSK modulated chips, eaclh of duration 100 nsec. Of the
42 bits transmitted the first 20 will contain the aircraft identification while
the remaining 22 can be used for altitude reporting and
It should also be noted that the number of bits transmitted can be increased
to handle longer messages. Implications of this will not be pursued in the

sequel.

The 1404 sec. transmission is repeated every few seconds. The
repetition rate is assumed to be variable and dependent on a number of
factors including: aircraft type, neighboring airspace, and the aircraft's
current position, velocity and flight plan. It is assumed that average wave-
form repitition period is 8 sec. in an en roufe area and 5 sec. in a terminal

area.
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4,2  Air-to-Ground Link Characteristics

In Table 4,1 we present the link budget for this system. Since the
en route and terminal areas are governed by different parameters they

are distinguished where necessary.

An rf power of 100w is assumed. Although higher power devices
could be utilized, the potential performance improvement is small because
of the multiple access noise. Specifically, no improvement can be realized
in the terminal area, and at most a 2 db improvementin e
noise ratio can be realized en route. The path loss which has been assumed
corresponds to the maximum range of 200 miles en route and 100 miles in

the terminal area.

The effect of the multiple access noise is assumed to be that of an
equal power white gaussian noise in the receiver bandwidth., The actual
degradation is expected to be somewhat worse., Clearly, the multiple
access noise increases with increasing message length or frequency. The
received signal energy was computed for an aircraft located at maximum
range from the ground receiving antenna. In computing the effective multiple
access noise it is important to account for the increased multiple access
noise due to those aircraft that are closer to this ground receiving antenna.
Calculation of this multiple access noise appears in Appendix H. The power
advantage of the average aircraft was calculated assuming a uniform dis-
tribution of aircraft. This assumption is not truely realistic for the air- i
craft in the neighborhood of a terminal, Future work on the air-to-ground
multiple access problem should use a spatial distribution of aircraft which

is obtained from a more realistic traffic model,

It is useful to observe that the ground reéeiving antenna should not be
located in a region where high repetition rate signatures are likely to be

transmitted. This would result in a larger multiple access noise.
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TABLE 4.1
AIR-TO-GROUND LINK CALCULATION

En Route Terminal

Transmitted Power 20 dbw

Pulse Duration -50 dbsec

Aircraft Antenna Gain 2.5 db
Miscellaneous Losses -2 db

Path Loss -143 db =137 db

Terrestrial Antenna Gain 3 db

Received Signal Energy -169.5 dbJ -163.5 dbJ

Receiver Noise Power

Density -199 dbw/Hz

Number of Users 33 db 36 db

Number of pulses Per User 11,5 db

Signal Repitition Rate -9 db sec -7 db sec

Receiver Bandwidth 73 db/Hz

Multiple Access Noise -207 dbw/Hz -196 dbw/Hz

Advantage of Average 9.5 db 8.5 db
Terminal

Effective Multiple Access

Noise -197.5 dbw/Hz -187.5 dbw/Hz

Effective Noise Power
Density -195 dbw/Hz -187 dbw/Hz

Alircraft Antenna

Disadvantage -3.5db

Aircraft Power Amplifier
M ondunntaoe -1 db

Multipath Fading -6 db

Decorrelation Loss -1 db

Atmospheric Loss -1 db

Effective Signal Energy

to Noise Power Density 13db Lldo

42

Conservative projec-

tion for solid state

power amplifier
1018 pulse duration

See Appendix A

1 GHZ and 200 miles
en route and 100
miles terminal

RFI, thermal and
front end noise of
10009

2000 aircraft in ter-
minal area and 4000
en raoute

14 pulses per user

Average surveillance
rate 5 sec in terminal
and 8 sec en route

20 MHz=z

Treating the multiple
access noise as equi-
valent white gaussian
noise in the band

See Appendix H

Receiver plus
effective multiple
access noise

See Appendix A

See Appendix A
See Appendix G
See Appendix A
Oxypen loss



At low elevation angles mutual interference between signals received
on a specular (ground) reflection path and the direct path can result in

severe multipath fading. By using a sufficiently large vertical aperture the

TS .
ne o arm hao miiniriead Tha y
Vo O wvall J.J.J.J.n]_LJ..I.J.Z\.'\-l. A LA ]-G S due t

<]

for an idealized propagation model as described in Appendix G. We have
assumed in the link budget a loss of 6 db. If an aircraft is always above a
particular minimum altitude, one can ensure that the fading loss is no greater
than 6 db. Table 4.2 shows this minimum altitude for two values of range and

three vertical aperture antenna sizes,

TABLE 4.2

MINIMUM AIRCRAFT ALTITUDE RESULTING IN LESS THAN
6 db MULTIPATH FADING LOSS FOR THREE ALTERNATIVE
VERTICAL APERTURE

Minimum altitude

Vertical Aperture Minimum Permitted at 100 miles at 200 miles
(feet) Elevation Angle (feet) (feet)
9 2° 20, 000 45, 000
20 0.75° 8, 000 20, 000
35 0.5° 5,000 12, 000
4,3 Performance Evaluation

In this section, the probability, PC, of correctly detecting an air- i
craft and computing its current position is evaluated, Correct detection
requires that each of three receivers correctly decode the 14 transmitted
pulses, i, e,, each of the forty two 10 sec pulses must be decoded correctly.

Thus

“We congervatively assume that each of the three links is equally dis-
advantaged.
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P_=(1-P)

e

where P_ is the probability that a 10 u sec pulse is decoded in error. In
Figure 4, 1 we have plotted the error probability for 8-ary orthogonal PSK
modulation with incoherent detection for an additive white gaussian noise

channel,

In the terminal area

=11 db

Z4l

hence

P =6,5x10

T

and

Hence, the aircraft detection probability is only 0. 76, which is unacceptable,

For the en route area

= 13 db
o]

Z|

P =1.5x 10
[+
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and

1 -P =6.3x10‘3
C .

Hence, the detection probability is 0. 3937,

The reader might be led to observe that the performance with an
E/No of 11 db {terminal) is unacceptable while with an E/N0 of 13 db {en route)

is tolerable, However, it must be concluded that neither cbservation is
completely valid, Unfortunately, system performance is extremely
sensitive to the underlying assumptions. Because these assumptions are
so critical and because of the large uncertainty in several of the para-
meters of Table 4, 1, it can only be concluded that further work is required

to establish system feasibility.
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APPENDIX A

ASSUMED ENVIRONMENT AND TECHNCLOGY

This Appendix is intended to provide a first order model of the assump-
tions which form a basis for subsequent analysis of candidate fourth gen-

eration surveillance systems,

A.l1 Traffic Model for CONUS

The traffic model is fundamental to the surveillance systems
analyses, The traffic model assumed was obtained from a study of
the ATCAC projectio'ns for 1995, It is projected that by this time the
CONUS aircraft population will be 500, 000 with the possibility of
growth to one million. 10% of the aircraft population is assumed to be
airborne during peak traffic periods. Of 500, 000 aircraft, approximately

97% will be general aviation aircraft.

There is a fine structure to the air traffic density over CONUS. This
fine structure can best be described by looking at en route surveillance
areas of CONUS separately from terminal surveillance areas, The follow-

ing density figures were obtained from reference 1,

n of en route surveillance, It is estimated
that the air traffic density in an en route area will be 50 square miles per
aircraft, If CONUS surveillance is maintained by partitioning the country
into 200 mile radius discs, then by 1995 it is estimated that approximatelyt
2500 aircraft will be the instantaneous peak population of one of these discs
in an en route area. This peak of course, is an average over the entire

CONIUS en route area

SR AY W RS A AL e i,

The Los Angeles Basin provides a good model for worst case traffic

condition in a terminal region. The following figures are in reference to
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this area. Terminal traffic patterns have a fine structure within themselves.
The aircraft density very close to the terminal; i, e, within a 50 mile radius
is considerably higher than the aircraft density within a 200 mile radius

of the terminal. Consider, a disc with center at L, A, Internation Airport
and having a 50 mile radius. By 1995 it is estimated that this disc will
have a peak instantaneous population of 1570 aircraft. Now, expand this
disc to where it has a 200 mile radius. This should cover the entire Los
Angeles Basin, The resultant basin disc is estimated to have a peak
instantaneous population of 8400 aircraft. As a general figure, 10, 000
aircraft is a fair upper bound to the peak instantaneous aircraft population
of the L, A. Basin in 1995.

A.2 Desired Surveillance Performance‘Characteristics

The required positional accuracy is taken to be a few hundred feet
in any direction, This represents a considerable improvement in the
azimuthal range accuracy permitted by ground based beacon systems at
ranges of one to two hundred miles but is consistent with beacon derived

range and barometrically derived altitude accuracy.

The desired surveillance data refresh rate is taken to be once every
few seconds. This is consistent with the beacon system capability, We
should also like to stress the importance of maintaining full time surveil-
lance on each of the aircraft. This is especially important during maneuver
The performance analysis assumes, as a requirement, surveillance of all *
aircraft during typical maneuvers. In particular we consider aircraft bank

angles of 30° or less.

e potentially catastropic consequences of system failures place

L
I

order model we have not

H
)]
o

gevere demands on reliability, For this fi
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quantified either reliability requirements or the backup capability available
through other parts of the fourth generation system. It is observed, how-
ever, that the time required to recover from a failure is a critical para-
meter. A capability for unique aircraft identity is desired but not demanded.
The system should achieve a detection probability close to unity and a false

alarm probability close to zero.

For this first order model, differences in requirements between
different operational areas and different aircraft have been ignored., In
no sense should this be construed as an oversight, It is only one of the

motivations for a future study.

The potential use of the satellite system for purposes of navigation and
communication particularly for IPC is here noted. The specific requirements

are not included in the first order requirements model,

A.3 Desired Complexity Characteristics

a. Avionics
Because of the large number of aircraft and the preponderance

of general aviation aircraft it is essential to keep the airborne equipment
cheap. It should be observed that from the purely economic point of view
each dollar saved on the airborne terminals releases, in principal,

$500, 000 to be spent on other parts of the system, This admittedly sim-
plistic viewpoint serves to emphasize the importance of keeping the
avionics cost to a minimum, Maintenance requirements must also be kept,

minimal.

b. Satellite and Terrestrial

Satellite reliability is important; hence, saving satellite com-

plexity at the expense of the ground processing facility is desired.
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A4 Environmental Effects

. a. Doppler Shift Due to Aircraft Motion

Aircraft motion relative to the satellite will cause an apparent
shift in frequency. For subsonic aircraft the worst case frequency offset

will not ex ceed one part in 106 for a synchronous equatorial satellite,
b. Doppler Shift Due to Satellite Motion

Frequency offset due to satellite motion should contribute a fre-

6

quency offset less than two parts,in 107, See Appendix D,

c. Reflection Multipath

Two types of reflection multipath degrade system performance:
specular and non-specular. Specular reflections can degrade performance
by three ways:

1) Appear to be an additional target;

2) Degrade signal level by causing mutual interference (often
called multipath fading); and

3} Act as an additional source of noise.
Non-specular reflections act as clutter and thus increase the effective noise

level.

The multipath fading phenomena in air-ground systems can severely
degrade performance. This effect is addressed in detail in Appendix G,
Multipath effects due to aircraft structure are included in the pattern of

the aircraft mounted antenna.

d. Received Noise
Contributions to receiver noise include galactic noise, earth
temperature, P-static, atmospheric noise, preamplifier noise, industrial
noise and RFI. The last two are expected to be the dominant contributors.
Currently available measurements at L-band are too limited in scope to

be used in the design and analysis of a system. For purposes of the first
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model we assume a noise temperature of 600°K at the satellite and 1000°K .
at an upward looking aircraft. These are not unreasonable assumptions
in light of the available data at VHFI’ 2, It must be noted, however, that

the noise temperature seen by an aircraft can vary greatly as the aircraft

maneuvers near cities, radar sites or TV stations.
e. Refraction Index Variations

Temporal and spatial variations in refractive index introduce

several effects which deserve consideration,

1} Time of arrival errors:

The bending of rays through the atmosphere causes larger
delays then purely geometric conditions would predict. These effects
are largest in air-ground systems operating at low elevation angles.
Typical delays, in such a system,to aircraft at cruising altitude are less than
250 nsec at 1/20 elevation and 200 nsec at 1° elevation, If typical delays are
accounted for, the resultant rms error can be reduced to around 15 nsec
at 1/2o and 10 nsec at 19, Calibration using temperature, pressure and
humidity measurements at the ground site can further reduce these to a
residual rms error of 2 nsec.4 The errors are even less at higher ele-

vation angles,
2) Ducting effects

Ducting can result in transmissions at ranges in excess of
line of sight. In air to ground systems this can serve to increase the
multiple access noise as well as to increase the processing load. These
effects are not included in our analysis, They are expected to be of second

order in importance.

3) Radio holes

The bending caused by the spatial variation in refractive index

can result in areas of significantly lower signal energy than are predicted
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by a simple spherical spreading argument. The lack of available data has
precluded including this effect, We expect this also to be a second order

degradation. It should affect only air-ground systems.

A.5 Technology Constraints

a. Antenna Constraints

The pattern of L-band antennas mounted on an aircraft affects
overall system performance., We reject high gain aircraft antennas for

T

41 1t ~
}H alty O

these systems be
tracking subsystems, To avoid this complexity we propose employing
antennas with upper hemispherical coverage. Unfortunately no measure-
ments are currently available for such L-band antennas mounted on air-
craft, Theoretical predictions of antenna patterns are of but limited
usefulness because of the effect of coupling between the antenna and the

atterns at 250 MH=z on a

Our estimates are based on measured n
s are based on measured pat 1 Mk
S

C135 (the military version of a Boeing 707), These patterns will be
used as a first order estimate of antenna patterns at L-band on general
aviation aircraft. Since such aircraft are approximately a factor of five
smaller in exterior linear dimensionsthan a C135, this approach should

provide a good estimate of the gross antenna characteristics,

Patterns for three different antenna's are presented in Figures A. 1, A,
and A. 3.3 To a first order there are two important parameters: The min-
imum gain over the region of interest and the average gain for all aircraft
in the system. On these grounds the Lincoln Laboratory crossed slot
antenna has a clear advantage. We estimate an average gain of 2, 5db.
Assuming a satellite elevation angle of 45° and a maximum aircraft bank
of 30°, the minimum gain is estimated to be -1db.

B. Solid State L-band High Peak Power Amplifiers

We consider solid state L-band power amplifiers for the aircraft

transmitter portion of the air to satellite to ground surveillance system and
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Fig. A.l, Constant gain contours for UHF blade antenna,
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Fig. A.2. Constant gain contours for Lincoln Laboratory UHF crosse
slot antenna.
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the satellite portion of the satellite to air to ground system. We summarize

here the current state of the art in L-band peak power amplifiers,

Using eight transitors in series it is possible to obtain approximately
800 w of peak power with a pulse duration of up to approximately 20 Usec
and an efficiency of around 30%. Duty cycles of a few percent can be
achieved. Problems of simultaneously achieving efficient series coupling
together with efficient heat dissipation have thus far prohibited possible

advantages of stacking additional transitors in series.

Using five avalanche TRAPATT devices in parallel, peak powers
of 1.2 kw have been achieved, Pulse durations of 1 Usec are possible with
50% efficiency and a few percent duty cycle. Since the technology of these
devices is still new, the prognosis for progress is good.

In light of the above and an operational goal 20 years hence, we feel
confident in projecting peak powers of several kilowatts with pulse dura-~
tions of several tens of microseconds., Efficiencies of 50% and duty cycles

approaching 10% would also appear plausable.

One parameter that is especially important in evaluating the perfor-
m ance of air-satellite-ground surveillance systems is the ratio of the
power of the aircraft with the lowest power transmitter to the average
transmitted power of all of the aircraft., Certainly, this is difficult to
assess without considerable experimentation; we optimistically assume -1db

for the probable minimum to average ratio,

Airborne solid state power amplifiers with 50 watts of rf power
can be obtained today at reasonable cost, Improvement can be anticipated

both in cost and power level.
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D. Frequency Standards

A local oscillator is an essential complement to the avionics
package., Accurate real time clocks are at present too complex and ex-

pensive to include in general aviation aircraft. We do not project sufficient
progress in this area to propose their inclusion in a system for 20 years

hence. Currently, standards with long term stability of two parts in 10
can be obtained with electronically compensated crystal oscillators at a

cost of a few hundred dollars, A 6 db stability improvement can be achieved
with little increase in cost. Since these offsets are comparable to the doppler

oifset, it is reasonable to configure a system with these standards.
E. Digital Hardware

Over the last decade we have seen a revolution in digital hardware,
in terms of speed, power consumption, cost and size. With MOS devices
just starting to be used and LSI just beginning, the prognosis for progress
is bright. In particular we project significant cost reduction in high
production quantities of digital hardware. Consequently, we envision large

cost reductions for digital avionics hardware,

A, 6 Frequency Offset Losses

In the design of any of the surveillance systems the effect of offsets
in frequency between the received waveform and the receiver local oscil-
lator must be taken into account. In this appendix we assume a signature
consisting of a number of PSK pulses each of duration T, with matched
filter envelope detection. The total signature is assumed to be of duration
T. We assume that no provisions for frequency or time tracking have
been made in the receiver. We examine the resultant loss in signal to
noise ratio. We assume a frequency offset of 5 parts in 106 at 1, 6 GHz,
This is representative of the systems using satellites and is two thirds

larger than that experienced with the air to ground multilateration system.,
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The decorrelation loss in the detection of a pulse is arrived at through

the following argument, Let the received carrier be a sinusoid with center

i
i
i
d
1
i
!
i

frequency fo + Af, where fo is the center frequency of the local oscillator
and Afis the offset due to clock instability and motion of the aircraft and

satellite, The output of an envelope detector of integration time T is pro-

portional to

| /2 .
i ‘_l____ , J" _]Zﬂfot dt |2
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thus L is the loss in effective signal power due to frequency off-set. In
Table A.1 we present the loss for various pulse durations assuming a fre-
quency offset of 5 parts in 106 at 1. 6 GHz, It therefore follows that a pulse
duration of a few tens of microseconds results in less than a 1db loss with

a receiver which does no frequency tracking.

TABLE A.1
DECORRELATION LOSS DUE TO FREQUENCY OFFSET

Pulse duration, T, Decorrelation l.oss

in K sec in db
36 1
48 2
60 3

Suppose now that the signature consists of a sequence of PSK pulses

over a time duration T. Suppose further that the assumed time difference

between pulses at the receiver differs from the received waveform by the
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offset caused by the frequency difference. We examine here the loss in
performance resulting from this offset. For an offset of t the resulting

loss in effective signal energy is given by

for randomly selected binary PSK modulation with an assumed chip duration

t.. If the first pulse is used to determine the mask spacing then

¢ = 3x107°T

o
where T is the signature duration and a frequency offset of 3 parts in 10
is assumed, In Table A,2 we list the loss for various values of T/tc.
As an example the loss is 1 db for a 100 nsec. chip duration and a 3 msec.

signature duration

TABLE A.2

LOSS IN EFFECTIVE SIGNAL ENERGY DUE TO MASK OFFSETS FOR
DIFFERENT SIGNATURE DURATIONS T AND CHIP DURATION tc'

T/¢ Decorrelation loss
c in db
4.0 x 104 1
8.6 x 104 2
=
1.3x 107 3

4
“Offsets due to satellite motion can be compensated for and hence are
not included,
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APPENDIX B

PERFORMANCE ANALYSIS OF A FIXED SIGNATURE
REPETITION RATE SURVEILLANCE SYSTEM

B.1 Introduction

In this Appendix the performance of a surveillance system which
operates by having each aircraft transmit a signature at the same fixed
repetition rate will be analyzed. The system will be referred to as the
"FSRR system." Bounds to the FSRR system false alarm rate and to the
probability of detecting an aircraft on an opportunity to detect will be

computed., For convenience we begin by describing the FSRR system.

The FSRR system operates in the following manner., Each aircraft
transmits a signature consisting of five pulses as shown in Figure 2. 1.
Pulse A is an initial synchronization pulse, Pulses B and C are symmetric
with respect to a center axis which is placed at a fixed distance from pulse
A. This pulse pair can occupy one of 317 possible pair positions around
the center line. Similarly, pulses D and E are symmetric with respect to
a center axis which also lies at a fixed distance from pulse A. Pulse pair

D-E also occupies one of 317 possible positions around its center line.

The five pulses consituting the aircraft signature are modulated with
identical pseudo random sequences. The system uses an ensemble of 10
different pseudo random sequences to construct the aircraft signatures,
Hence, there are lO6 (i. e. 10(317)2) possible signatures. Therefore, the i
FSRR system can accommodate 106 unique aircraft identification signatures.
Each aircraft transmits its signature once every 2.5 seconds., The total
signature time width is at most 1 msec., The signature pulses consist
of 200 chips of 100 nsec duration. Each chip carries one bit of information

in its phase (i.e. a PSK signal).
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The aircraft signature is transmitted to and received by each of
the four satellites which comprise the system satellite constellation. One
of these satellites is designated ""master satellite", The remaining satel-

lies are called slave satellites (i.e, "salve 1", "slave 2", and ''slave 3").

The received aircraft signatures are retransmitted to the satellite
ground stations on the earth, They are received and detected using a bank
of 10 matched filters. Each filter is matched to one of the pseudo random
sequences used in the signature construction. The detected pulses are
stored sequentially in a shift register memory at the ground station, Each
of the 10 separate matched filter channels has its own shift register memory.
Each stage in the register corresponds to a time difference of 100 nsec

(1 chip duration).

The post detection processing is quite simple. It begins on the
ground station of the master satellite, Each of the ten shift register memories
is handled separately. Consider a particular one of these ten shift register
memories. A mask moves sequentially through the stages of the memory.

That is, a processor moves sequentially (with increasing time) through the

- o e asTrS

1 —~ - 1
et or not a received pulse is

shift register stages checking to see
stored at each stage. If it finds a pulse present it considers this a possible
initial synchronization pulse (an ""A'" pulse) of some aircraft's signature.
The processor then sets up B-C and D-E center axes in the shift register
memory with respect to the position of this possible "A" pulse. The pro-
cessor checks to see if there are any B-C and D-E pairs (with respect to

the center axes that d in the shift re

. .
Siilc ister memory,

g
If the processor does not find at least one B-C possibility and one
D-E possibility, it continues its sequencing through the shift re gister
memory., Otherwise there are 3 possible cases, namely; the processor
could find one B-C pair and one D-E pair, the processor could find two

B-C possibilities and one D-E possibility or one B-C possibility and

62



two D-E possibilities, the processor could find more than one B-C possi-
bility and more than one D-E possibility. The second and third of these
three cases are called "overwrite events', In the second case one over-
write is said to have occurred, In tﬁe third case more than one overwrite

has occured. The second case is illustrated in Figure B. 1.

One or more overwrites implies that the initial synchronization
pulses of at least two different aircraft were received simultaneously by
the matched filter channel. Hence, the "A" pulse uncovered in sequencing
through the shift register memory really corresponds to several different
"A" pulses, and corresponding to each B-C -- D-E pair combination there
is a different aircraft signature stored in the shift register memory with
this same ""A" pulse. In the event of one or more overwrites the processor
picks two of the signature possibilities at random and only operates on these
two, It operates on these separately as if each were uncovered without any
overwrites in the masking procedure (i.e., treats each as a first case
possibility), We describe now how the processor operates on a first

case signature possibility since overwrite processing comes down to this.

.onsider the signatu ircraft ''j" to have been detected on a
shift register memory of the master satellite, Let the shift register stage
in which the "A" pulse of '"j''is storedbe designated as "Ty"+ The processor
signals the system to interrogate the corresponding shift register memories
of three slave satellites as to whether or not the signature of aircraft '"'j'"

has been received within + 24 msec of TM. 24 msec is the maximum delay

(52

ime based upon the
If aircraft ""j's'" signature occurs in the memory of each of the slaves

within the allowed delay time (determination of the signature presence in the
slave memories is similar to the masking procedure in the master satellite},
then the FSRR system declares aircraft '"'j' present in the airspace. It
supplies the signature arrival time differences (the time difference between

TM and the "A" pulse storage stage times in the slave memories) to a
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The event of an overwrite,
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computer which can determine from this information (using the method

of Hyperboloids) the position of aircraft "j". Aircraft "j'" can then be

+ tha
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computed.

B.2 Causes and Types of Error in FSRR

Error arises in the FSRR surveillance system out of two possible

sources; noise and spurious user pulses, Consider a particular matched
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matched filter detector causing the system to declare a signature pulse
present when in fact no pulse is present. The noise on a particular
matched filter channel is composed of two components, The first com-
ponent is the ordinary thermal noise input to the matched filter detector.
The second component is due to the reception by the matched filter detector
of
sequence to which the filter is matched. This second component can be
thought of as cross-talk. As a starting point of our analysis we shall
assume that the output of the matched filter detector due to this second

component of noise is in fact white gaussian noise.

The second source of error is the presence on a particular matched
filter channel of spurious user pulses. This will now be explained. Because
105 different aircraft signatures are constructed from the same pseudo
random sequence the ""An, "Bt, nC", "D, or "E", pulse of one of these |
signatures may be confused with a different order pulse of a different one
of these signatures. As an example consider the "A' pulse of 2 different
signatures constructed using the same pseudo random sequence, If the

. e

signatures arrive at the matched filter detector at appropriate times

the pair of "A'" pulses could possibly be confused with a B-C pair on a
particular mask., This obviously could cause an error in the signature
identification procedure in which case we would say that the error was

caused by '"'spurious pulses'.
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Up until now only the possible causes of errors in the FSRR system
have been discussed. Now the types of errors which disturb the per-
formance of the FSRR system will be considered. There are two types

of errors; ''false alarm errors', and "failure to detect" errors,

By definition,a false alarm error is the following event: for a
particular masking time on the master satellite shift register memory
the FSRR system announces the presence of a particular aircraft in the
airspace when in fact the aircraft is not present. For convenience we shall
also define the term ''a 'jt false alarm', A "jfalse alarm'" occurs if on
a particular masking time on the master satellite shift register memory
the FSRR system announces the presence of aircraft '"j" in the airspace

when in fact aircraft ""j'" is not present at that time.

A false alarm can occur in many different ways. In fact there are
over 60 different ways in which one can occur. Several of the many ways in

which a false alarm might occur are described in the following paragraphs.

(1) With an initial pulse at time T 5 noise or spurious user pulses

Ml
might masquerade as the signature of aircraft ""j'' on the shift register
memory of the master satellite. If this also happens in the shift register
memory of each of the slave satellites within + 24 msec of TM then a

j false alarm occurs at time T, .
ivl

(2) With an initial pulse at time T,
B-C pair as the signature of aircraft j may be received and detected per-
fectly. A pair of noise or spurious pulses properly spaced and combined
with this signature could masquerade as the signature of aircraft j, If 5

noise or spurious user pulses properly spaced to masquerade as j's
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(3} With an initial pulse at time TM, 5 noise or spurious user pulses
might masquerade as the signature of aircraft 'j" on the shift register
memory of the master satellite. In addition, "j" might actually be present
in the airspace {although not at time TM) and its true signature might be
received and detected and stored in the shift register memories of each of
the slave satellites within + 24 msec of TM. This would constitute a j
false alarm since aircraft j would be recorded at being present at time TM

at an incorrect position.

By definition a failure to detect error is the following event: Aircraft
j is present in the airspace and its signature is received at the ground station
of the master satellite at time T yet the system does not declare it

system misses the aircraft,

There are basically two different reasons for a failure to detect

error. They are described in the following paragraphs.

(1) Missing pulses ~ In order for an aircraft to be declared present
its signature has to be detected at the ground station of each of the 4
satellites. This implies that 20 pulses (4 x 5} have to be properly detected.
If only one of these pulses is missed because of noise, there will be a

failure to detect the aircraft.

(2) Overwrites - The aircraft signatures might be received and

detected perfectly., Yet if there is more than one overwrite of it in the

shift va
Dllbdb L O

B.3 Parameter Definition

The following parameters occur in the FSRR performance analysis.
The figures in parentheses represent the values of these parameters used

in the subsedquent analvsis
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- total number of aircraft (106)

NT

N - number of aircraft in flight at any time (105)

NP - number of pulses in aircraft signature {5)

T - signature repetition time in seconds (2. 5)

Tp - pulse width in seconds (20M sec)
T, - chip width in seconds (100 nsec)
NC -~ number of codes (10)

NI - number of pulse pair (B-C or D-E) positions (317)

Py - per pulse probability of false alarm

Pd - per pulse probability of detection

B.4 A Lower Bound to the System False Alarm Rate

In this section a lower bound to the rate at which false alarms occur
in the FSRR system will be derived, The lower bound will be evaluated
for two cases;

1. A received signal to noise ratio of 9 db estimated in
the power budget included in the main body of this
report and also a signal to noise ratio of 6 dB.

2. A received signal to noise ratio of 13,5 db.

We begin by defining the following probabilities:

P_(T, ) = Prob.sat master satellite masking time T  a false) I

oM \alarm occurs in the FSRR system /2 Ve

PF(TM j)= Prob. fat master satellite time T _ a j false a,larm) (B-2)
' occurs in the FSRR system T

Prob./noise or spurious user pulses are incorrectly
declared pseudo random sequence pulses at , (B-3)
time t on the matched filter channel which ' j's"
signature is detected on

il

P (a)
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and the following events:

Aircraft j is present in the airspace, and its signature
is received and detected perfectly by the ground station

i of satellite i, and it resides in the shift register memory|, (B-4)
of satellite i within + 24 msec of TM

{5 noise or spurious user pulses masquerade as the)

n{T, )
a signature of the aircraft j with initial pulse T, }’

—
=
L
n
—

given the condition that a ''j'' sequence of pulses

(either a true "j" signature or noise or spurious

pulses appearing as 'j''} is present as an overwritef , (B-6)
on a particular mask, this "j" sequence is chosen

for processing from among all the overwrites

o
n

the pseudo j signature represented by n(T, ) is picked
£ . e M . {(B-7)
or processing from among all overwrites present

o
it

Consider the joint event, El’ which is the simultaneous occurance of the
five events, n(TM), b, T To and Ty It is obvious that if El occurs, a
j false alarm will occur, hence,

P_(T z P(E,) {B-8)

We now evaluate

P(E,) = P(n(T,,)) P(a) P(rl, T, 1'3). (B-9)

l) M)
First, |

P(n(T - P (w). (B-10)

")
Expanding P (rl, Ty r3) results in

P(r| T, T3) = P(r3|r2, r)) P(rzlrl) P(x)) . (B-11)
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Now,

-3 T
_ C i . 48 x 10 c 5
P(rl) = P (jis in the a1rspac‘e) T, T Pd
-3
_ N 48 x10 5
P(r)) = [ T Pg

T

If r, occurs the signature of aircraft j will be received by the ground stat

(B-12)

1011

of satellite 2 and 3 within + 48 msec. of TM(since maximum delay time

in signature reception from different satellites is + 24 msec). Therefore,
24 x107° 5 1 5
P (r,|r) = = =0 P, =3 Py (B-13)
48 x 10
= ! v L1 5 {B-14)
¥ (1’311‘1, 1"2) =3 t‘d (=it 4
Applying (B-12), (B-13}, and (B-14) to {B-1l) yields
P (r, t,, T,)= 12x107° N P> (B-15)
1?72 737 T N ad’
A lower bound to P{a) will now be computed. First the following
conditional probabilities are
Po(n) = Prob. exactly n overwrites are a "j" sequence of pulses
(pre sent on the mask at is present as an overwrit%
time TM at time TM (B-16)
[ _
Pl(n) = Prob. [ the '"j'' sequence of pulses a '""j" sequence of pulses is
is chosen from among the present as an overwrite at

n overwrites for processingj time T, , exactly n over-
writes = are present on
the mask at time T

70

(B-17)



The following expansion can be made
NZ
I
P(a) = ). P_(n) P;(n). ' (B-18)
n=1

Since in the presence of overwrites the FSRR system operates by choosing

only two signatures for processing,
P]_ (1 =1,
2
P, {n) = = forn=2 (B-19)

Substituting (B-19) into (B-18) results in

7
P{a) = 2 E 1?1 P_(n)+ P_(1),
n=2
so that
P (a) = 2E (1/n) - P_ (1) (B-20)

The expectation is conditional on a j sequence of pulses being present on

the mask at time TM'

By Jensen's inequality,
1 1
_— T e—— -
EG) = Em | (B-21)

Applying (B-21) to (B~-20) yields

P(a) 2 == - P_ (). (B-22)
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Evaluating E (n)} we obtain

E(n) =1+ E /additional number of over- a "j'" sequence of pulses
writes of the "j'' sequence is present at time TM
of pulses
E{n =1+% (nl X n, a ji' sequence of puises is {B-23)
present at time T, )
+ E (n1 a '"j" sequence of pulses is)
present at time TM
+ E (n2 a ''j'* sequence of pulses iS)
present at time TM
where

n, = number of B~C pair positions occupied around
the axis set up by the "j" sequence of pulses
{in addition to the B-C pair of the "j" sequence.)

n, = humber of D-E pair positionsoccupied around
the axis set up by the "j" sequence of pulses in
addition to the D-E pair of the "j"" sequence,

Continuing from (B-23)

E{n) = 1+ E ny a "j! sequence of E n, a tj'* sequence of
pulses is present pulses is present
\ at time TM at time TM
+ E n, a ''j" sequence of\ +E n, {a "j" sequence of
pulses is present pulses is present
at time TM at time TM
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a "j" sequence of
pulses is present |= (N l)P (o)
at time T

E (nl'

a "j" sequence of B,y
pulses is present | = E [ -

at time. T

M M _
(B-25)
Applying (B-25) to (B-24) results-in
E(n) ‘=1 +=(N1j—'~1)'2 Pha) + 2N - 1) PP o) (B-26)
Noting that
P = (1= PPa)) 2N7°
and substituting (B-26) into (B~22) results in
Pla) = 2 — o -PR en®NE, B2y

L+ (NP PHa) + 2(N - D p%(a)
Applying (B-10) and (B-27} to (B-9) and the result to (B-8) yields -

-3 : _
j)224X10 N 15 P5 (cx)( 2

T Ny ~d 1+ (1\11-1)2 pha) + 2(N-DP%(a)

PplTy

_(-P (a))ZN —z) (B-28)

!
The inequality, (B-28) gives a lower bound to PF(TM j). Effort will
*
now be concentrated on determining the average time difference between
system false alarms in terms of P (TM j). The result that will be

obtained, when combined with (B~ 23), will yield a lower bound to the

average system false alarm rate,
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To begin with the following assumption is made: The events

{a. j false alarm a k false alarm\ an i false alarm
at time T ! at time T, ' : at time TM" seene

M M
are independent for any combination of; j, k, i (] # k etc) and any com-

bination of T

M Tivl’ v

This assumption provides a workable mathematical structure thus
allowing the analysis to proceed., Unfortunately, it is only a first cut
approximation to the actual statistical properties of the FSRR system.

The true situation in the performance of the FSRR system is obviously
one in which there is dependence from false alarm to false alarm. How-
ever, if statistical dependence were to be taken into account the analysis
would be mathematically untenable. In such a situation one would have

to resort to a computer simulation in order to obtain a measure of the
system performance,

Proceeding with the analysis, because of assumption (B-24), the
expected number of chips between j false alarms is 1/PF{TM, j). Trans-
lating this into real time units, the expected number of seconds between
j false alarms is 10-7 PF(TM, j). Now, the Strong Law of Large Numbers
can be invoked,. Consider any € and & both positive and small. With
probability greater than 1 - 0 there exists an integer K {€) such that
for all K 2K (€), the latest time at which exactly K j false alarms will

. - . K x 10—7 . o 1 o Bhine Al m admand o~ dlem o vy +
take pnlace ig —————— + € seconds after the start o1 tné time s€gmeni,
Pr(Ty, 3 -
’

In addition,z the earliest time at which K j false alarms will take place
is Bx10 — _¢ seconds after the start of the time segment.
Pe(Tyy, I

H]

Consider the symmetry _o_; j and i false alarmsg, the Kth i false alarm

] K x10 K x 10-7’
will take place between PF(TI‘, n T € and PrlT J)

1Vig

+ € seconds after
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the time interval began, with high probability. Hence, with high proba-

bility KN, false alarms will take place at approximately I;x(%_) seconds

after the tlme interval began, We now’ cornpute the average t1me'between

false alarms in this interval., 8ince there are KNT false alarms in this

interval and without loss of generality we can put a j false alarm at the

.-‘...,.'._._..:._..‘ P 3 et Pr |
eginning of the internai,

alarm (i.e. j or otherwise) in the interval is

. -7 -7
Kx10 - 1°(T g (B-30)
PF(TM, h)] T F

KN
T

(For simplicity we have suppressed the €and § and it should be noted
that we are looking at false alarm generation at steady state conditions

on the system)
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the expected

value of the time between system false alarms., This 1mp11es that on the

average there will be
TN_P_(T.. j) 10 (B-31)
T F'\'Mm, ?

system false alarms per epoch (2.5 sec time interval),
Combining (B~28)} and (B~3l) results in

2

15 _
(1 + (N - 2 pt (o + 2(N, - 1) P (2)

> 12 x 10% N P P (q)

-((1~p2 (© ))ZNI - 2) (B-32)
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where N is the average number of system false alarms per epoch,

£
In the remainder of this section the right hand side of (B-32) will be
evaluated for a received signal to noise ratio of 6 db, 9 db, and 13.5 db,

Consider first the term P (0) defined by (B-3). Let P (& n) be the component
of P{(a) due to noise only, Let P (OLS) be tle component of P(Q) due to

spurious user pulses, P (0) is computed now.

Py = (

number of channels per signature first pulse of a par-
ticular signature

matched to j's channel
activates the matched

filter at time t

number of users in flight) (number of pulses)/probability that the \

Pa) = & 5 froipcf N51_O:Ti P, (B-33)
Obviously,

P(Otn) = Pf, (the per pulse false alarm probability) (B-34)
hence,

P(a) = P, +5x 10° (B-35)

Since the expression on the right hand side of {B~32) is a lower bound to

.ﬁf, we denote it as -ﬁf . Table B,1 has it evaluated for the signal to *
noise ratios previously mentioned. Both for E/No equal to 6 db and equal

to 9 db, 'FI%T" is evaluated for several allowable Pf/Pd pairs. For a given
E/No the allowable Pf/Pd pairs are determined from the Receiver Operating
characteristic (ROC) of the matched filter, The ROC is shown in Figure

B. 2.
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Fig. B.2. Matched filter receiver operating characteristic,
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TABLE B.Z2
FSRR SYSTEM FALSE ALARM PERFORMANCE

/N, By P N,
9 db 0.98 0.1 1.038 x 10%
9 db 0.99 0.2 3. 62 x 10*
9 db 0.997 0.3 6. 54 J\C].O4
13,5 db 0, 9998 0.01 1.126

6 db 0.82 0.1 790

6 db 0.92 0.2 1.23 x 10%
6 db 0.94 0.3 2. 64 x 10%

78



B.5 Bounds to the System Detection Probability

This section deals with the performance of the SRR system in

detecting the presence of an aircraft at masking time TM when it is present

and should be declared so.

We define a probability of detection,

PD = Prob faircraft j is declared
present by the system
at time TM

aircraft j is present in the
airspace and its signature
arrives at the master satellite
with initial pulse at time TM

(B -36)

Consider the equivalence of the following two events

given that aircraft j is actually
present in the airspace with
initial gsignature pulse arriving
at master satellite at time T

The 5 pulses of j's signature
are detected at each of the

satellite ground stations and
the signature of "'j" is picked

3
aircraft j is declared presen%vI for processing from among the
by the system at time TM overwrites at the master satellite
round station

(B-37)

The following equality results when (B=-36), (B-37) and (B--9) are combined

20
PD = Pd P {a) (B-38)
Applying {B=-27} to (B~38) results in a lower bound to PD’ |
2 -
P2 Pio P 5 - -pPan?Nit?),
- - a :
1+ (NI NP (a)+ (NI 1) P (a) (B-39)
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E/N0 P, P, P PDU
9db 0.98 0.1 . 0768 0. 667
9db 0.99 0.2 0.88 x 10”2 0.82
9db 0.997 | 0.3 0.22x107% | 0.94
13. 5db 0.9998 ] 0.01 0.88 0.99
6db 0.82 0.1 . 00207 . 0188
6db 0.92 0.2 . 00195 .188
6db 0.94 0.2 . 00066 .29
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Obviously,

Py = PO (B-40)

D

We now designate the right hand side of (B-39) as P; , and the right hand
side of (B-40) as PDU. In Table B, 2, Pg and Pg are evaluated for a

received signal to noise ratio of 6 db, 9 db and 13.5 db.

B.6 FSRR System Performance Summay

Tables B.1 and B, 2 summarize the best possible performance that
the FSRR system can achieve, Specifically, the system will actually incur -
an average number of false alarms (per 2.5 second period) which is greater
than the lower bound -1\-1? In addition, the true system detection probability
will be less than the upper bound P]IDJ.

The signal to noise ratio of 13.5 db is a very optimistic estimate of
the link performance of the FSRR system. When one observes Tables B.1
and B. 2 one can indeed conclude that the best possible FSRR system per-

U S |
formance will be a

The performance of the FSRR system for received signal to noise
ratios of 6 db and 9 db is summarized by the curves plotted in Figure B. 3.
These curves indicate that the system performance is inadequate for these
received signal to noise ratios. The cost of a high detection probability
is an enormous false alarm rate, The cost of a low false alarm rate is |
a very low detection probability. This indicates that it is not possible to
obtain acceptable performance from a signal to noise ratio less than or

equal to 9 db.
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Fig. B. 3. PB vs N? for received signal to noise ratio of 9 db and 6 db.
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APPENDIX C

C.l Introduction

In this Appendix an Air-to- Satellite-to-Ground Surveillance system
will be described which operates with each aircraft transmitting a unique
raft tn

: + T e —
signature, 1 e reyet

aircraft., This system will be analyzed and a feasibility judgment will be
made. Henceforth, the system being considered will be called the VSRR
system.,

The program of this Appendix will be as follows: First, the aircraft
signature design in the VSRR system will be described. The operation of

the Air-to-Satellite-to-Ground link and of the satellite ground station will
then be detailed, Finally, the performance of the VSRR system will be analyzed,

C.2 BSignature Design

FEach aircraft will be assigned a codeword and a repetition period.
The combination of these two items will comprise the aircraft's VSRR

signature.

The codeword will consist of 4 consecutive pulses called respectively;
the "A" pulse, the '""B' pulse, the "C'" pulse, and the '"D" pulse. FEach i
pulse is a pseudo random sequence consisting of 511 one hundred nano-

b second chips (PSK Modulation). Each of the 4 pseudo random sequences

is chosen from a different set of 12 such sequences, This implies that
there are (12)4 possible codewords. It should be pointed out that it is really
not mandatory that the "A," "B," "G, " and "D'" pulses be strictly adjacent,

; Delays could be inserted between these pulses, In fact, this would be

beneficial from a hardware point of view because of lower demands on the
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power amplifier. However, in order to keep our system description

simple, consider these pulses to be strictly adjacent.

The repetition period of a codeword will have the generic value of x
seconds where x is some number in the set {2. 000, 2. 001, ... 2. 099}.
The repetition period of a codeword defines a repetition rate. The two

-y
rms will be used

As is evident, there are 102 possible

in 1angeanply. ¢ nt,
repetition periods,

The combination of codewords and repetition periods permits more
than 2 x 106 different signatures. By 1995 it is expected that there will be
at most 106 aircraft. Thus, in the VSRR system it can be assumed that
each aircraft will be assigned a unique signature. A typical VSRR signature

is illustrated in Figure 2. 2.

C.3 Air-to-Satellite-to-Ground Link

An essential part of the VSRR system will be a constellation of 4
satellites. The satellites will have coverage extending over the entire

CONUS, On take off,each aircraft will begin transmitting its signature to

211 danm am = o

each of the 4 satellites in the constellation. Each satellite will transmit
each signature it receives to a ground station. The position of a particular
aircraft can be computed from the differences between the times at which
the aircraft's signature is received at the respective satellites. This of

course assumes that the satellite constellation ephermeris data is known.

At the receiver, matched filter detection is used. Since there are 4
pseudo random sequences to a codeword and since each sequence is picked

from a set of 12, a bank of 48 matched filters is needed for each of the

4 receivers,

if a pseudo random sequence is detected by a matched filter at a

ground station it will be stored on a tape corresponding to that matched

84

R Gt



#e

filter.” This tape will be partitioned into units corresponding to a time

duration of 100 nanoseconds (1 chip duration). Each received pseudo

C.4 Ground Station Procedure - Forming the Acquisition List and
the Signature List

This is the first of two sections which will deal with the operating

procedure at the ground station of one of the satellites,

First, assume that each aircraft is assigned a unique identification

number, say, some integer from 1 to 10",

At the ground station each matched filter has a tape associated with
it as has already been described. In addition, each of these tapes will

also have a processor, henceforth, called a '"head" associated with it,

The heads will operate in the following manner, Initially, each
head is at the beginning of its tape. At the starting time only the heads
operating on tapes corresponding to the "A" pulse matched filters begin
to move. Consider just one of these heads, the head operating on the
tape corresponding to pulse Al., This head moves down its tape, chip by
chip reading the contents of the tape until it reads an Al pulse stored on

the tape (the initial chips of the tape will most likely be empty).

When this head reads this Al

continuing its sequential reading of the Al tape, Specifically, it orders a

pulse it performs several tasks before

special memory unit for the Al tape called the ”Al drum" to come into
operation, On one memory track of this drum it stores the time, tl’ at
which this first Al pulse was stored on the A1 tape, Remember this is
equivalent to its position on the tape. This head then signals each of the
heads on the B tapes to come into operation. The Al tape then continues its

sequential movement,

* . .
For conceptual purposes we shall describe performance as if the storage
were on tape, However, in practice disc or core storage would of course
be used.
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Each head on a "B!" tape moves to that position on its tape correspond-
ing to time (t; + 511 x107') seconds. Each head then reads the nesxt 511
chips of its respective tape. There will be two possibilities for each head
in this reading exercise. Either this 511 chip length contains a complete
B pulse or it does not, (If it does not this does not imply that it is com-
pletely empty since it could contain a partial B pulse.) If the 511 chip
length does not contain a complete B pulse then the head goes back to the
beginning of its tape and stays there until it is called into operation again,
However, if the 511 chip length does contain a complete '"B" pulse it does
three things, It first writes this B pulse on a special '"B" memory track
on the Al drum. Secondly, it signals each of the heads on the C tapes to
come into operation. Finally, the B head goes back to the beginning of
the tape and stays there until it is called into operation again. Assume

that pulses; By and B, are the only pulses written on the B memory track.

The operation of the C tape heads is practically the same as the B
tape heads the only difference being that the C heads begin reading their
tapes at a point corresgponding to time (tl + 1022 x 10'7) seconds., Similarly,
the operation of the D tape heads is identical with the only difference being
that the D tape heads begin reading their tapes at a point corresponding to

time (t, +1533 x 10”7} seconds.

If the entries on the C memory track are ¢, and C,, and if the entries
on the D memory track are D1 and D, then after the D memory track has

been filled the A, drum will have the following entries:

1
First memory track: 1:1
Second memory track: Bl’ BZ
Third memory track: Cl, C2
Fourth memory track: Dy, D‘2

(Note: Most likely there will not be more than one entry on each track.)
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With this Al memory drum filled a special operation mode is entered

called ""the codeword list mode,' A special computer utilizes the entries
in the .A1 memory drum to make a list called the Al - tl Codeword List,
This list contains the aircraft codewords received by the ground station at

time t; which had A, as their first pulse(assuming perfect detection),

Specifically, it contains all codewords that can be constructed from the

entries on the A, - t. drum. In the present example the A, - t. Codeword

1 1 1 1
List would look as follows:

A1 - 1:1 Codeword List
A By ¢ Dy
A B, c, D,
AL B, c, D,
A B, c, D,
A B, ¢ D,
Ay B, G D,
Ay B, C, Dy
A B, C2 D,

With the ”Al - tl Codeword List'"' completed the codeword list mode ﬁ

is also completed. A new mode is now entered called '""The Acquisition

List Mode." The operation of this mode will not be described.

When the Acquisition List Mode is entered the first thing that is done
is to erase the A, drum., This allows the use of it as a storage memory in

other Codeword List formations,
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The prime function of the Acquisition List Mode is the filling of two

separate memories called: ""the Acquisition List' and '""the Signature List."

ach entry on the Acquisition L v 1 eme

think of each item being placed in a different column, The first item in an
entry will be an aircraft codeword., The next ten items will be codeword

: times of arrival in seconds. The last item on the entry will be an address
i of some other storage memory in which additional times of arrival can be

\ stored for this entry.

Each entry on the Signature List will consist of 5 items. Again one
can think of each item as being placed in a different column, The first item
will be an aircraft identification number. The second item will be a time in
seconds. Each column corresponding to the remaining 3 items will either
have a % in it or be blank, These last 3 columns will be called column 3,

column 4, and column 5 respectively,

The Acquisition List will have room for (12)&, {the number of code-

words), entries. The Signature List will have room for (10)6 entries,

Initially, both the Acquisition List and Signature List will be com-
pletely empty. However, for convenience the operations performed on
the A.1 - tl Codeword List, during the Acquisition List Mode, will be de-
scribed in terms of the Acquisition List and Signature List being partially
filled. This will allow a simplifying generalization of the operation of

1

A the Mode.
: %
The operation of the Acquisition List Mode is carried out by a special

computer called "The Acquirer.'" The Acquirer goes to the very top of

‘ the A1 - t, Codeword List, It takes the entry which is there and stores

] ‘

i it in a shift register called S, The Acquirer then erases the topmost entry
t t d List,

from the Al -t Codewor
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Next, the Acquirer moves to the Acquisition List., Starting at the top
of the Acquisition List the Acquirer compares the contents of S with the
successively lower entries on the Acquisition List. It stops momentarily
if it comes to an Acquisition List entry in which the codeword item is iden-~

tical to the contents of S, When this happens the Acquirer cycles through the
times listed as the other items for this entry. For each of these items the
Acquirer computes the difference between 1:1 and it. It lists those differ-
ences which are valid values of x, the codeword repetition period. For
example this could be (Xl’ Xz, X3). If none of the differences is a value
of x then the Acquirer enters t, as a time in the first empty time slot on
this entry. (If the 10 principle time slots are filled it goes to the address -
given by the 12th slot and stores it in the first empty space in this storage
area). This event is called "Acquisition." On the other hand suppose there

are valid repetition periods, (Xl, X5 X3) computed,

Corresponding to a codeword "J,!" and pericds X,, X,, and X, are aircraft
- - - L [ =] -~
signatures Y;, Y,, Y;. The Acquirer computes the sublist of aircraft

signatures; Y., Y., Y, and then begins a subcycle. The Acquirer fills u
g 2 3 g Y P

1

a shift register S with Y, and erases Y, from the sublist. It then moves to

1 1 .
the top of the Signature List comparing the contents of S with the successively

lower entries on the Signature List. If the Acquirer does not find an air-

craft identification number on the Signature List which is identical with
the contents of S then it enters the contents of S in the first empty entry
slot on the Signature List, (in the aircraft identification column). In the
time portion of this entry it enters the time t;. In column 3 it enters a *.
The Acquirer then returns to the list Yy Yaeuo and goes through the same

procedure,.

On the gther hand i

[N
o+
j=n
4]
g
]

number on the Signature List which is identical with the contents of S then
it empties S, returns to the sublist Y, Y3 ... and continues cycling down
through it.
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When the Acquirer exhausts the sublist; Yl’ YZ’ Y., «.., it returns

3

to the top of the Al -t Codeword List (not the Acquisition List) and con-
tinues to cycle down through it going through the same procedure as just

described.

Now, if the Acquirer, in one of its cycles down the Acquisition List,
goes down the entire list without making any excursions to the Signature
List then it places the codeword stored in S in the first empty sloton the

Acquisition List, with time t,, stored in the first time item slot. This

1’
event is also called ""Acquisition." The Acquirer then returns to the top
of the Al -t Codeword List and cycles down through it.

Two points should be mentioned before closing this section, First,
one might wonder why each entry on the Acquisition List is structured with
10 principle time slots and an address giving a storage area where additional
times can be stored if the 10 principle slots overflow. The reason for this
is quite simple. There are 10~ possible aircraft; however, on the average
only 10% of them will be in flight at any time. This implies that 2 given
codeword  will be received by the ground station at only 10 of the 100
p ossible repetition rates, Each repetition period corresponds in effect
to a separate time slot on an entry on the Acquisition List. On the average
only 10 such slots will be needed. Rather than providing a full 100 slots
and wasting memory the efficient structure here is designed for the average

with a backup memory to take care of overflow if it occurs.

The second point that should be brought up involves the periodic purging
of time item entries on the Acquisition List, Many of the time entries on
the Acquisition List may become very stale, This may be due to the time
entry having been entered by mistake, as a false alarm,and never having
been changed, For instance,with an A1 codeword and tl = 10 sec. one might
encounter a time item in the J entry giving a time of 2 seconds. Because

space on the Acquisition List should be used eificiently, once every 10 seconds
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a purging routine will go through the entire list and erase all those time
items which correspond to times earlier than a certain threshold time,

say 5 seconds before,

C.5 Ground Station Procedure - Tracking and Position Computation

- In the last section the Acquisition List Mode was described. The
operation of the Acquisition List Mode results in the formation of the Sig-
nature List. A special computer operates on the Signature List. Its
operations are carried out completely in parallel with the other operations
at the Ground Station, The computer is called "The Tracker'" and its
operation results in the position calculation of aircraft in the airspace,

The operation of the Tracker on the Signature List will now be described.

The Tracker begins its cycle at the top of the Signature List and ob-
serves the first entry., Assume that the aircraft identification portion of
this entry is the integer I and that the time item entry is the time t seconds,

There are 8 possibilities for the other characteristics of this entry de-

These possibilities are shown in the following table:

Col, 1 Col, 2 Col. 3 Col, 4 Col, 5
Possibility 1 I t
Possibility 2 I t s
Possibility 3 1 t % i
Pegsibility 4 I tl * * #
Possibility 5 I tl % sk
Possibility 6 I t) < %
Possibility 7 I tl s
Possibility 8 1 t1

posed of codeword J repeated

with a repetition period Xl'
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Each of the possibilities calls into operation a different mode of

nhaci
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next entry out the Signature List. When it has moved through the entire

the Tracker, Each of the modes will be described separately for each

leted the Tracker moves down to the
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list it begins its next cycle back at the top. The total cycle time should

be of the order of 2 seconds (i.e. signature repetition time).

The Mode for Posgsibility 1

Possibility 1 comes about if this entry has just been listed on the
Signature List by the Acquirer. When the Tracker encounters Possibility 1
the first thing it does is to shift the * contained in column 3 to column 4,
The * was previously contained in column 3, The entry in column 2 is
tl, the Tracker uses this to predict that if this entry is not a false alarm
the ground station should receive the next codeword emitted by aircraft I
during the time interval [t + x - 40 x 1077, t 4% + 40 x 10°7] , (the
1+ 40 x 10™7 takes into account the movement of the aircraft and satellites
during the codeword transmission}., The Tracker checks the tapes of
the pulses making up codeword J to see in fact if the codeword was received
at the ground station during this time interval. If the codeword J was
not received, this event is called a "cycle loss.' Column 3 is kept blank.
if the codeword J was received in this interval at time t then this event is
called "a track.!" When this happens time & in column 2 is replaced by t
and a * is entered in column 3.

It is evident that if a cycle loss occurs then Possibility 1 considered |

now, will become a Possibility 3 on the next cycle of the Tracker through the
Signature List. If a track occurs then Possibility 1 will become a Possibility

2.

The Mode for Possibility 2

When the Tracker encounters Possibility 2 the first thing it does is

to shift the 2 *'s entered in columns 3 and 4 to columns 4 and 5 respectively,
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This leaves column 3 blank, As has already been said,Possibility 2 comes
about if a track occurs on a Possibility 1 at this entry during the previous
cycle, The Tracker uses this information to predict that if this entry is

not a false alarm then the ground station should receive the next codeword
emitted by aircraft I during the time interval [tl tx - 40 x 10“7, t,+ox

40 x 10-7] . The Tracker checks the tapes of the pulses making up codeword
J to see in fact if the codeword was received at the ground station during
this time interval. If the codeword J was not received {a cycle loss)

column 3 is kept blank. If the codeword J was received ir this interval
at time t (a track) then time tl in column 2 is replaced by t and a * is

entered in column 3.

It is evident that if a cycle loss occurs the Possibility 2 considered
now will become a Possibility 5 on the next cycle of the Tracker through
the Signature List. If a track occurs then Possibility 2 becomes a

- == A
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The Mode for Possibility 3

When the Tracker encounters Possibility 3 the first thing it does is
to shift the * in column 4 to column 5. This leaves column 3 and column 4
blank. Possibility 3 comes about if a cycle loss occurred on a Possibility 1
at this entry during the previous cycle., The Tracker used this information
to predict that if this entry is not a false alarm then the ground station
should receive the next codeword emitted by aircraft I during the time in-
terval [t + 2% - 80 %107, t +2x+80 x10 '], The Tracker checks thb
tapes of the pulses making up codeword J to see in fact if the codeword was
received at the ground station during this time interval. If the codeword J
wasg not received (a cycle loss) column 3 is kept blank, If the codeword J
was received in this interval at time t (a track) then time tl’ in column 2

is replaced by t and a * is entered in column 3.
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It is evident that if a cycle loss occurs, the Possibility 3 considered
now, will become a Possibility 7 on the next cycle of the Tracker through
the Signature List, If a track occurs then Possibility 3 becomes a

Possibility 6.

The Mode for Possibility 4

Possibility 4 comes about if aircraft I has been tracked 3 times in
succession. When this occurs it is with high probability that this entry is
not a false alarm, When the Tracker encounters Possibility 4 the very first
thing it does is to contact the other ground stations and ask each of them
two gquestions:

1. Is aircraftI entered on its Signature List?

2. If it is entered are the entries in columns 3, 4, 5
next to it,all *'s?

If all 3 other satellite receivers answer yes, to both of these questions then the

racker asks each of these what the item in the time slot of this entry is.

H

Assume that the ground stations answer

' ' '
The interrogating receiver computes the differences tl - tl', tl-tl”, tl-tl”'.
It uses them to compute the position of aircraft I from these differences, and
supplies the result to a central surveillance station, This central sur-
veillance station logs the aircraft identification number with the time t,

and the computed position, The Tracker then continues with the operation

it would have gone into immediately if the other ground stations had not |

answered yes to both questions. This operation is as follows,

The Tracker erases the % in column 5, It then shifts the *'s in
columns 3 and 4 to columns 4 and 5 leaving column 3 blank, The Tracker
uses this information given by the * positions (before they are shifted} to

predict that if this entry is not a false alarm then the ground station should
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receive the next codeword emitted by aircraft I during the time interval
[1:1 tx -40x 10-7, t, x40 x 10-7]. ihe Tracker checks the tapes

of the pulses making up codeword J to see in fact if the codeword was
received at the ground station during this time interval. If the codeword
J was not received (a cycle loss) column 3 is kept blank. If the codeword
J was received (a track) in this interval at time t then time t; in column 2

is replaced by t and a * is entered in column 3.

It is evident that if a cycle loss occurs, the Possibility 4 considered

now Wl.l..l. Decome a Pos D y’ 1 the next Lybj.t:o Lf a

Possibility 4 will stay as Possibility 4 on the next cycle.

The Mode for Possibility 5

When the Tracker encounters Possibility 5 the first thing it does is to
erase the * in column 5 and shift the * in column 4 to column 5. This leaves
column 3 and column 4 blank, As has already been said Possibility 5 comes
about if a cycle loss occurred on a Possibility 2 or 4 at this entry during the
previous cycle. The Tracker uses this information (given by the * positions
before shifting) to predict that if this entry is not a false alarm then the
ground station should receive the next codeword emitted by aircraft I during
the time interval [t; + 2x - 80 x 1077, t) +2x + 80 x 10"7]. The Tracker
checks the tapes of the pulses making up codeword J to see in fact if the
codeword was received at the ground station during this time interval.

If the codeword J was not received (a cycle loss) column 3 is kept blank,
If codeword J was received in this interval at time t (a track) then time t"1

in column 2 is replaced by t and a * is entered in column 3.

occurs, the Possibilit 5 considered

8
he next cycle, If a track occurs it will
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The Mode for Possibility 6

When the Tracker encounters Possibility 6 the first thing it does is
to erase the * in column 5 and to shift the * in column 3 to column 4, The
Tracker uses the information given by the * positions (previous to shifting)
to predict that if this entry is not a false alarm then the ground station
should receive the next codeword emitted by aircraft I during the time in-
terval [tl + X - 40 x 10-7, tl + x + 40 x 10—7]. The Tracker checks the
tapes of the pulses making up codeword J to see in fact if the codeword
was received at the ground station during this time interval. If the codeword
J was not received (a cycle loss) column 3 is kept blank., If the codeword
J was received in this interval at time t (a track) then time tys in column 2

is replaced by time t and a * is entered in column 3,

It is evident that if a cycle loss occurs the Possibility 6 now con-
sidered will become a Possibility 3 on the next cycle, If a track occurs

it will become a Possibility 2,

The Mode for Possibility 7

When the Tracker encounters Possibility 7 the first thi
to erase the * in column 5. Possibility 7 comes about if this entry has
suffered exactly 2 cycle losses in 2 row (no more, no less). The Tracker
uses this information to predict that if this entry is not a false alarm then
the ground station should receive the next codeword emitted by aircraft I
during the interval[t, + 3x - 120 x 1077, t, + 3% +120 x 10'7]. The Tracker

checks the tapes of the pulses making up codeword J to see in t if the

aC Lilc
codeword was received at the ground station during this time interval. If
the codeword J was not received (a cycle loss) column 3 is kept blank., If
the codeword J was received in this interval at time t (a track) then t in

column 2 is replaced by t and a * is entered in column 3,
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It is evident that if a cycle loss occurs this Possibility 7 will become

Possibility 8 on the next cycle. If a track occurs it will become

Possibility 2.

The Mode for Possibility 8 :

Possibility 8 can only come about if a cycle loss occurs at this entry
three times in a row. This is unlikely if this entry is not a false alarm,
For this reason when the Tracker encounters Possibility 8 it erases the

eéntire entry from the list, Aircraft I will no longer be tracked at this
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been tracking a false alarm if it encounters Possibility 8.

In carrying out one of the modes the Tracker may look in a time in-
terval for a specific codeword {of the aircraft it is tracking) and find more
than one codeword there, one being the valid codeword the others caused
by interference. In such a case the Tracker considers only the earliest

codeword in the interval and ignores the others,

C.6 Distribution of Ground Station Effort and Computational Cost

In the previous two sections the operation of the Ground Station has
been described. The Ground Station effort has been divided into three
parts:

(a2} the operations on the matched filter tapes

(b} the operation of the Acquisition List Mode

(c) the operations on the Signature List '

(a) and (b) are used to accomplish the task of acquiring all the aircraft
n the airspace. They are used to find out which aircraft are in the airspace

nd lace those aircraft on the Si

lso to

ID

Assuming perfect

[uS]

detection it takes only one observation of an aircraft's codeword before
it is placed on the Acquisition List. Again, assuming perfect detection

it takes only one additional observation of an aircraft's codeword before
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it is placed on the Signature List. Thus, one repetition period (which is

at most 2.1 seconds) after an aircraft is first observed it will be put on

(c) is used to track the aircraft in the airspace. The future times of
arrival of an aircraft's codeword are predicted based upon past data, If
an aircraft is tracked long enough (through 3 repetition periods or equi-
valently 3 cycles of the Tracker through the Signature List), then its
position is computed and recorded. This provides some reliability against

the possibility of recording the position of a false alarm.

The event of a system breakdown or failure requires no additional

e ffort on the part of the VSRR system. The Tracker will within 3 cycles

have automatically erased the entire Signature List. This List will be re-
filled with 2.1 seconds {(maximum repetition period) by the Acquisition

List Mode, Reacquisition of all aircraft (assuming perfect detection) will
be accomplished within the time it takes to complete 3 Tracker cycles + 2.1
seconds. 'Assuming that a Tracker cycle can be made equal to 2,1 seconds

reacquisition time will be under ¢ seconds.

As has been described,the Ground Station tasks require quite a bit
of computational power, The formation of the Codeword Lists, the opera-
tion of the Acquirer and Tracker all require extensive computational
capability. In the remainder of this section, the guality of computational

capability needed to carry out these computations will be estimated.

The Acquisition List, as described in Section 4, had very little
structure., Codewords were entered into it at the first available entry
namely, the bottom of the list. The computational time needed to carry out
the Acquisition List M
ture is put on this list. Specifically, assume that the Acquisition List is
ordered as a lexicon of the codewords. In other words assume that each
codeword has a specific address on the Acquisition List. With this struc-

ture, whenever a codeword and/or arrival time is entered on the
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A cquisition List the Acquirer can go directly to the address of the code-
word being considered rather than cycling down the entire list searching

for the codeword entry.

Assume that the Acquisition List has the lexicon structure. Consider
a specific codeword being operated on during the Acquisition List Mode.
The codeword is entered into a shift register, S. The address of the
codeword in the Acquisition List is then accessed. Assume this takes Zl
seconds. After this on the average 10 "subtracts" will be performed to
compute possible repetition periods. Assume that each subtract takes
Z, seconds, The total computation time spent on this one codeword will
be Z1 + 102',2 seconds.

Assume that there is a peak load of 107 aircraftl in the airspace a
any time. This implies that in approximately every 2 second interval
{repetition period) the Acquirer will be processing 105 codewords (neglect-
ing false alarms)., Thus for every 105 codewords processed 105 (Z1 +

1022) seconds of computational time will be needed. By 1995 the following

. -7 =7
values of Zl and Z.2 should be realized; 21 =10 seconds Zz =2 x10

5 . .
seconds. Therefore, for every 107 aircraft processed in the Acquisition

acquiring the aircraft a computationally feasible task,
q g P b

Consider, the operation of the Tracker cycling through the Signature
List. There will be a maximum of 105 entries on the Signature List,
Without any argument we can assume that it is split into a top portion angd
a bottom portion with a separate Tracker operating on each. This parallel
processing will cut the time it takes the Tracker to complete a cycle in
half., Let Z., be the time that a Tracker spends on one entry on the

3
Signature List. One has then

Tracker Cycle Time m%— 10 23
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23 is composed of several components. It must take into account the time
needed to compute aircraft position if in fact this is carried out when the
Tracker is at this entry. Z, must take into account time needed for shifting
operations and storage of new arrival times., By far the dominant component
of Z, is the time needed to compute_%osition. This is approximately 10”
seconds assuming a value of Zi = 10 ° seconds, One has then; Tracker
Cycle Time = 5 Seconds, By partitioning the Signature List further, the

Tracker Cycle time can be reduced to 2 seconds.

r ~

C.7 PerformanceMeasureg of the VSRR System

As has been described in Section C.5 the Tracker of a satellite re-
ceiver moves sequentially down the Signature List of the satellite receiver,
if the Tracker comes to an entry (corresponding say to aircraft I) which has
been tracked on the previous three cycles then the Tracker contacts the
other three ground stations., It inquires of them whether or not the present
state of the entry of aircraft I is such that it has been tracked on the last
three cycles of the Trackers at these stations? If the other satellite re-
ceivers answer affirmatively then the Tracker under consideration requests
the values of the current time slot items in the entry of aircraft I. The
Tracker then computes the position of aircraft I, supplies the resultto a
central surveillance station where it is logged with the current time of
arrival (at the satellite receivér being considered) of aircraft I's codeword.

In this manner the VSRR system maintains the surveillance function.

There are principally two types of errors that can be made in main-
taining the surveillance function, ''a false Alarm Error," and a failure to

detect error, "

A False Alarm error can be described as the occurrance of either of
the following two events: (Assume that the Trackers at all 4 satellite

receivers are synchronized).
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(1) the Tracker at one of the 4 satellite receivers (and
therefore at all-4 satellite receivers) computes the
position-of an atrcraft-whick is not iri'the airspace and:
supplies it to the central surveillance station.

{2} The Tracker at one of the gatellite receivers, com-
putes the position of an-aircraft which is in the
airspace and supplies it to the-central surveillance
station; however, the position is not the true pogi-
tion of the aircraft,

Some additional définition of False Alarm type (2) is in order, Con=--
sider the following situation, AircraftI is present in the airspace.. Its
true codeword is received at all four satellite receivers. .. It becomes en-
tered on the Signature List at all four receivers with the correct time item
entry. It is tracked correctly on all four Signature Lists with a long sequence-
of its correct positions computed and supplied to the central surveillance
station. Now suppose the followingevent occurs at the end of this long. .
sequence of correct positions, The aircraft.codeword is tracked correctly
at three of the four receivers, At the:fourth receiver interference mas-
querades as the aircraft codeword and is picked for continual tracking
rather than the true codeword, The time item on this.fourth Signature List
will not be updated correctly, and the position of the aircraft will be com-

puted incorrectly.

As the definition of False Alarm (2) now stands the event described is
afalse alarm. However, the incorrect time item will be wrong at most by
80 chips,which might cause a position error of at most 1 mile. In addition,
the correct codeword would most likely be locked onto again during the nlext
Tracker cycle. In this context it is not fair to count this event as a true
false alarm. Adding to the definition of False Alarm {2} we require that at
least one of the 4 time items contributing to the position (one on each

Signature List) to have been incorrect for at least 3 successive Tracker cycles.
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A failurzs to detect error is the following event: during a Tracker cycle
an aircraft which is in the airspace does not have its position computed by
the time items contributing to the computation to have been incorrect on

the three previous cycles.

In the following section an upper bound to the expected number of False
Alarms per Tracker cycle will be computed, In Sec. C.9 a lower bound
to the probability of failure to detect a given aircraft will be computed.
These bounds will give a measure of the error performance of t
system.

In the previous section the Acquisition List was structured somewhat
in order to reduce the computational power needed for the VSRR system.
Now in order to simplify the analyses in the following 2 sections the
Signature List will be structured. From now on it is assumed that an
aircraft's identification number will alway be entered onto a a specific

entry slot reserved for each aircraft.

C.8 S8vystem False Alarm Rate

An upper bound to the system false alarm rate will be computed

now. First, some notation will be introduced, Consider a single Tracker

cycle. Let
N. < Total number of false alarms entered at the *
f E | central surveillance station by all 4 receivers (C-1)
during one cycle
then
Nf =

central surveillance station by a single receive

Total number of false alarms entered at the
4E T
during one cycle (C-2)
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£ = 8E fTotal number of false alarms entered at the
central surveillance station by one of the ) ({C-3)
trackers at a single receiver during one cycle

[

In observing the generation of {C-3} from (C-2) it should be remem-

bered that two trackers operated in parallel at each receiver,

Let the ground stations be numbered from 1 to 4 and consider that
Tracker which operates on the top portion of the Signature List of receiver

#1. Egquation (C-3) can be rewritten as

surveillance station by the top Tracker at receiver

Nf = 8E [Total number of false alarms entered at the central
(C-4)
#1

Without loss of generality let the ith slot correspond to the aircraft with
identification number i, " Let §j, i} be a characteristic of the Signature
List of Ground Station "j." The current entries in columns 3, 4, and

5 of a slot at a particular time will be called the 'state of the Slot"
Let
8(j, i) = 1, if the state of slot i on the top portion of the Signature
List of receiver j, is such that there is a * in
columns 3,4, and 5,
= 0, otherwise : (C=-5)
Consider the Kth Tracker cycle, Let B(j, i) be another character~-

istic of the ith slot on the top portion of the Signature List of receiver " j"

during the Kth cycle. Let

B(j, i} = 0, if the time item of slot i has been incorrect on the Kth
(K-1)tb and (K-2) h Tracker cycles at the receiver
= 1, otherwise (C-6)
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8(j, i) and B(j, i) can be used to count false alarms. Specifically, 8{j, i)

can be applied to (3) to yield.

. 106/2 4 4
N; = 8E Z (rr 8 (j, i)) (1- T B (j, 1)) (C-7)

l i':l j:l .=]_

— 6 4 4
Ny = 4x10° E (’rr 8 (3, i))(l- T B(j, 1) (C-8)

=1 je=l

The random variable A" will now be defined

4 4
A m(n 8 (j, i) (1 - B, i)) (C-9)
j=1 =1

Similarly, the following definitions are made

4
H= m 8(j i) (C-10)
j=1

E(Alh, by by, b, by) = E(A|H=h, B(L, i) =b), A3, i) = by, B(3,1)=b,,
B (4, i) = by (C-11) |

P(h, bl’b b3,b4)=Prob(H=h, B{1, i):blB(z,i)zbZ, B(3, i)=b3, B(4, 1)=b4)

2’
(C-12)
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The following expansion can now be made

E (A) = . . Z . E(Aln,b.,b.,b.,b,) Plh,b.b,b.b,)
A h,bl,bz,b3,b4 v 1" 27 5 4 ' 1 4 54

2 :
L bbb E(l-T B(j, i} 1, b,b b,b,) P (L, bb,bob,)

E (A) :
1? P2 P30 Py j-1 172" "3

By symmetry this becomes

E(A)= P, 0, 0, 0,0), +4P (1, 0, 0,0, ) +6P (1, 0, 0, 1, 1)

+4P(, 0,1, 1,1)
The following term is now defined

p (b)) = Prob (B(L, i) = b))

Using the inclusion of event {bl, by, b, b4} in b, and (C-15)allows
(C-16) to be derived from (C-14)

E (A) < 15 p(0)

Applying (C-16) and (C -9) to (C-8) yields

N, < 60 x10° p (0)

T ha awram-t 61 AT 1 1a Y
LT TVTLIL Ly Lf =~ VWV LIHpLISas viia

(C-13)

(C-14)

(C-15)

(C-16)

(C-17)

ference masqueraded as the 4 pulse codeword of the signature of aircraft

Ilinﬂ Let
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noise causes a receiver matched filter to be activated

Pf = Prob. (and declare a codeword pulse present when in fact it
is not

(C-18)

Since there are 4 pulses to a codeword and a tracking time interval is 80

chips long the following inequality can be written

P(0) S(80 x Pf)° = (5x12) 10° P2 (C-19)
P (0) <(5 x 12) 10° P’ (C-20)

Applying (C-19) to (C-17) results in

N, =31x10" p* (C-20)

Which is the desired upper bound, Let the right hand side of (C~20) be
designated by Nf-u . (C-20} can be rewritten as

;= 31 x10 P {C-20a)

e

C.9 Probability of Correct Detection

The "failure to detect'" error described in Section 7 implies that the
process of detecting and maintaining continuous surveillance on an aircraft

is quite complex. For this reason this process will be broken up into
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several different parameters which together will measure the event of

correct detection,

Correct Entrance QOnto the Signature List

C.9.1
C. 9.1, 1 Probability of Correct Entrance

Consider aircraft "i,'" some aircraft which is actually in the

airspace. In order for aircraft i to be detected on a Tracker cycle several ..

properties of aircraift '"'i's!' entry on the four Signature Lists must be

N

A o 4
it

r kA - Af
y TETy alll oL

ot

T b
11l D

G

must be filled with *'s, - In addition, on each Signature- List the time item
of this entry must be correct on either the Tracker cycle being considered
or on one of the two immediately preceding Tracker cycles, (A time:
item is correct if it represents the time that the actual codeword of
aircraft i was received at a ground station rather than the time inter-

u
’FF!?‘F!‘hge mas as the codeword was rece
iercnce ma Qe ra as-rece

- Let us-fix our-attention on one of the Signature Lists., Whether
or not the time. item is correct depends mostly in thé manner inwhich
this entry was most recently entered on the Signature List:by the Acquirer.
Remember the Acquirer enters the first time itemn of the entry of aircraft
i on the Signature List, Aijrcraft i is then tracked until columns #3, #4,
and #5 of it are blank. It is then erased from the Signature List. Our
first task will be to compute, for a spebific aircraft, the probability that
the first entry in its Signature List slot after system start-up is true. |
IL.et R(i) be the event just described relative to aircraft i, Let ¢ be the

codeword of aircraft "i's" signature.

In order for R {i} to occur the following events must also occur,

The first two codewords emitted by aircraft ''i" must be perfectly detected,

The '"¢'" codewords emitted by other aircraft, which are received by the ground
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station before the first codeword of aircraft i (and detected) can not be paired
with interference masquerading as codeword ¢ or some true but spurious

¢ codeword to represent falsely a signature repetition of aircraft 'i's"
codeword. Finally, interference masquerading as a ''¢'"" codeword and
received before the first of aircraft ""i's'" codewords cannot be paired

with interference masque

ading as a '"¢"" codeword or some true, but

il a2

spurious ""¢" codeword to represent falsely a signature repetition of air-

"

craft 'its" codeword,

Let P (R (i})) represent the Probability that event R{i) occurs.

Similarly, the following notation is introduced:

cfore)

G(n) = Prob. exa.ctly n true "¢ codewords are received before
the first codeword of aircraft "i's" Signature )
(C-21)

given that exactly n true 'c'" codewords are
. ﬂtl’ ceo t ) Probfreceived before the first codeword of
ajrcraft i's signature, these codewords are
eceived at times tl, e tn
(C-22)

exactly m "c'' codewords causec
' , by interference are received beforée
t, ... t }=Prob. the first codeword of aircraft "i's"
1 m . .
- signature and they are received at

-4 i 1 1 -
time times tl’ fee tm 9 23)

H{m,

aircraft "i's" first codeword is received with its)
¢(K) = Prob first chip starting during the K0 100 n sec in-

terval after the very first "c'" codeword is re~

ceived (C-24)
P(a) = Prob interference masquerades as a ''¢"” codeword at)

a specific time

(C-25)
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Pd = prob. (& true codeword input,to the filter it is matched to
is detected
(C-26)

P{R{i}) can now be represented by the following expansion:

8
PIR(D) = Z Z }: Z P3 g (KGR (t,0. .t )
K n m  t,..t Ot

""'t':h

(L - Pa)” H (m, £, ... t! ) {1-P(a)™"

(C-27)

Identity (C-27) will be simplified now. Assuming that the
distribution of the first arrival time of an aircraft's codeword is uniform
and that the aircraft transmitters are not synchonized yields:

G(n) = (C-28)

n,
N
£
Where Nc is the total number of aircraft in flight which utilize codeword
Mc!' in their signature, With 105 aircraft in flight and (12)4 codes NC can

be estimated at 5.
|

The repetition rate of a signature varies from 2 seconds to 2.1
seconds. Again assuming that the distribution on the first arrival time

of an aircraft's codeword is uniform gives

gK) = —— (C-29)
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i For a given K and n, H(m, t]'_, ‘e t;'n) can be expanded as follows

H(m, t, ... tllm) = P™ (a) (1-P(a)) BB | (C-30)
| For a given tl, ‘o tn one has
Htp <o t) = ((KD" (G-31)
Applying (C- 28) through (C 31) to {C-27) results in
2 x107 4%
P(R() Z Z z: Z E (Pg g(x) 2 g° (K) (L-P(ap™
n=0 m=0 t 1: R

P™(a) (1-P(a))K'n'm(1-P(an“9 (C-32)

(Note: 4% = min (K, 4}))

2:5‘:107

4% K-n
P(R(i)) = Z D N 1% K-n) Py & (KPT@N1-P(a)
2. 2. () (5 o
K=1 n=0 m=0

Applying (C-29) to (C-33) yields

7 n+l

PR = Z Z U ( ) Py (2—;';0'7') P™(a)(1-P(a)) "

nt+l

P(R{1)) = Ki_______ p8 (—1—-—- P (a)(1-P(a))"
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]

2 x10' 4%

S
t
=

+1
| 8 K RS P (a)
P(R(i})} = Pd K1 (1-P{a)) ol b (R-n-mm)]
12 x10
K=1 ' n=0 . m=o
(C-34)
Now
P{a
v 1+P(a)
e PM(a ~ p__la) K (C-35)
H{K-n-m)! K-n) Pla -n
m=0, ,.. K-n m! (K-n-m) ({E-Is%zl_)(_)-)! (_1+P(a))!

Substituting (C-35) into (C-34) results in the following inequality

2 x107 4

+1 P(a)
g P“KTQ&HI%aD

(1+P(2a)) 1+P(a

%
. 8 K 1 1
P(R(1)) 2 P ZK! (1-P(a)) Z: el Py (_(_K_n)__lﬂ_g._)_) (K-—n ) ’
: )

K=1 n=0

(C-36)
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2 x 10" n+l /Pla)

P(R(i) = Py Z (1-p(a))¥ E ( ) pK-n) li(ra)p(a,))(n) g:i
2 x 10 o)
.' \ (C-37)
7
2 =10 P({a) ) K-
P(R{i)) = P° A L-prank 1 P__(1+P(a) /K-ﬁ \ s
(R{1)) = a L ( (a)) - 107 (a? \1+P(a,) ( )
K=l
K
Applying Stirlings approximation to (K ) one obtains from (C-38)
1+P(a)
7
2xl P(a) 1 P(a)
8 ~ 1 K(h<1+P(a)’ 1+P(a)) t Trp(ay Log P(a) 4
SRS Y 2
K=1 2 x10 Log (1-P(a)) (C-39)

where

P(a) 1 _ - P(a) P(a)\ - 1 1 (C-40)
h(1+1=>(a.) , 1+P(a.))‘ v e Log(l+P(a)> 1iD(a) LOg(HP(a))

(logarithms are to base 2)

Inequalities (C=-39) and (C-40) yield the following lower bound to P(R(i}}:

P(R(i)) =t  (C-4D)
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where

r =P if Pla) =0
r =0 if Pla) = 0
8 2 .10°x
_ Py 1 -2
ro= 72' %
2 x 10 1-2

if 0<P(a) <1

x = h(lfp(?;) , 1+P1(a)) + 153((?) Log P(a) + Log (1-P(a)) (C-42)

Before continuing it is convenient at this point to further specify the
parameters P{a). P(a) was specified by (C-25).

AL/interference masquerades as a ''¢" codeword at\ (C-25)
V=

—_ T
T+ gpecific time /
P

o)
Fia) =

There are two ways in which interference can masquerade as ¢
codeword at a specific time., The first way is by direct noise excitation
of the matched filter of the ¢ .codeword. Let the component of P(a) due to
this be called Py. The second way is by spurious pulses. Specifically, i
a codeword whose "A" pulse agrees with ¢ is received at the ground station
simultaneoulsy with codewords whose B, C, and D pulses agree with C's
(however none of these codewords are a ¢ codeword), Together these
four pulses will appear as if a ¢ codeword has appeared at this time at the

ground station, Let the component of P(a) due to this be called PZ’ One has
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Pla) = P, +P (C-43)
Obviously,
(C-44)

Since, there are 12 possible "A'" codewords, 12 possible "B"
codewords, 12 possible "C'* codewords, and 12 possible "D codewords
there are a total of (12)3 x 102 possible signatures which have the same
I"A" codeword as c. The factor of 102 comes from the 102 possible code-
word repetition rates, Since only 105 of a total of 106 aircraft are in
flight there are approximately ('12)3 x 10 possible signatures in use which
have the same "A'" codeword as c. Since the repetition time of a signature
is between 2 and 2.1 seconds and time is resolved in 100n sec. chips,
the probability of one of this (12)3 x 10 possible signatures arriving at a

specific time during a signature repetition interval is (12} x 10

2 x10
| \ 4
12)> x 10
P, = 7
2 x10
-13
P, = (5.6) x 10 (C-45)
Applying (C-44) and (C-45) to (G-43) yields
P(a) = Py + (5.6) x10713 (C-46)
»»»»» - -2 ia d |

[ Dy Py
pC Inuuii

P

C.9.1.2 Time for Correct Completion of the Signature List

Consider one of the four Signature Lists on the initial compilation

after system start-up. There are 105 entries on this Signature List which
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correspond to aircraft which are actually in the airspace. Of these 105

entries at least r x 105 of them will have their initial time items correct,
[=4

The remainder of them, which number at most (1-r) x 107, will be filled

incorrectly. This can be concluded from lower bound (C-41).

One question that arises immediately is the following. How
manyTracker cycles ellapse before some fraction, g, of these 105 entries
are filled with initial time items correct? Before this question can be

answered two other questions must be considered,

First, consider those aircraft present in the airspace which are
correctly entered on the Signature List during the first compilation. What
is the rate at which these aircraft are dropped from the Signature List?
In order for an aircraft to be dropped from the Signature List it must be
absent from the tracking interval on three consecutive tracker cycles.

ng4}480. T'ln'ns

The probability of this event is {1-=Pd; (1
fourth tracker cycle of the r x 10~ correct entries made, on the average
r (1-Py)3 (1-Pf4)480 x 10°

also occur on all subsequent tracker cycles,

will be erased from the Signature List, This will

Secondly, consider the drop out rate of those entries on the Signa-
ture List which really represent false alarms. In order for one of these
entries to maintain itself on the Signature List it must be detected in at
least one of the first three tracker cycles. The probability that this does
not happen is (1-P?)480. This implies that during the fourth tracker cygle
on the average (1—I~">£4)4!:‘?'0 (1-1} 105 aircraft which were not entered correctly
on the Signature List initially to be listed correctly on it during the fourth
Tracker cycle. Utilizing lower bound,(C-41}, r (1-3??)480 {1-1) 105 of these
aircraft will be correctly listed on the Signature List. Therefore, at the

end of 4 tracker cycles on the average

10° (r + 2(1-PH*®0 (1) - x (1-p)° (1-13?)480) (C-47)
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of the 105 aircraft in the airspace will be entered on the Signature List

with initial time slot entry correct.

Let g be the quantity in parenthesis in (C-47). The procedure just

described generates an algorithm.

During the Sth Tracker cycle on the average

4,480

5980 (1-g) - 3¢, 1-P)) (1-PHY) (C-48)

5
10 (g1 + g (I-Pf)

of the lO5 aircraft in the airspace will be entered on the Signature List with
initial time slot entry correct. Let the quantity in parenthesis in

(C-42) be gy Replace g in (C-48) by gys the resulting value of (C-48) is
the number of the 10~ aircraft in the airspace which will be correctly en-
tered on the Signature List with initial time slot entry correct at the end

of 12 tracker cycles., Continuing on in this manner it is possible to com-
pute the number of Tracker cycles until g x 105 entries of the Signature List

are entered correctly.

C.9.2 Probability of Two Successive Correct Detections

Consider aircraft ''i," some aircraft which is actually in the airspace.
Assume that aircraft ''i'" is correctly detected on one tracker cycle, its
position being correctly logged at the central surveillance station. Let us
ask with what probability will aircraft Wi'" be correctly detected on the next
tracker cycle., Let Pd(i|i-l) be this probability, We shall close this section i

with the derivation of a2 lower bound to Pd(ili-l).

If aircraft i is detected correctly on one tracker cycle, it will be
detected correctly on the next cycle if it is just tracked correctly during

the next cycle. Using this, the following inequality can be written down

116



. 16, _4.32
P, (il i-1) 2P} (1-P}) 0 (C-49)

This is the desired lower bound. Let us call the right hand side of (C-49)
de (ili-1). We have then

P (ili-1) zpé—‘ (ili-1)

L. 16 4,320
Py (ili-1) = Py’ (1-Pp) (C-49a)

C.10 VSRR System Power Budget

Ty

A power budget for the VSRR system is given inTable 2.1. Th

The
power budget takes into account both Thermal Noise and Multiple Access
Noise. Multiple Access Noise is the interference at the output of a matched
filter due to the reception of aircraft codewords which are not matched to it,
The power budget just takes into account the Air-to-Satellite uplink. The

satellite-to-ground downlink is assumed noiseless,

C.1l VSRR Performance Table

In the previous sections bounds to the performance measures of
the VSRR system have been derived. These bounds are summarized by
inequalities (C-20a), (C-41), Section C,9.1.2 and inequality (C-49a). They

will be evaluated for three values of the pair; Pf/P . Remember Pf and F;’d
hilities, The

are respectively the per pulse £

alse alarm and
pair values, Pf/Pd’ chose are all achievable for the VSRR Effective Signal
to Noise ratio of 9 db which was derived in the previous section., The

evaluation of just the two bounds, (C-20a) and C-49a), gives a fair descrip-

tion of the system performance,
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The evaluation of the system performance bounds is given in the
following VSRR Performance Table. As is evident from the table with Pf/Pd =
0.05/ 0.965. The system has an extremely good false alarm performance,
but an intolerable detection performance. As P increases to 0.1 and P,
increases to 0,98 the false alarm performance is still adequate, However,
the detection performance, while improved, is still unacceptable, As Pf

increases further both the false alarm and detection capabilities degenerate,

An optimum surveillance system should operate with the system
detection probability as a monotonically increasing function of the average
number of false alarms, If this is true, then one can trade detection per-
formance for false alarm performance and vice-versa, As is evident from
Table C.1, the VSRR system does not have this performance. In the range
in which the average number of false alarms is small the detection performance
does improve when the falsealarm tolerance is increased. However, a peak
is soon reached. When the system allows larger and larger numbers of false
alarms, the detection performance decreases rather than increases. Thus,
the VSRR system is extremely sensitive to large numbers of false alarms
and its pe rformance degenerates because of them, This is understandable,
If a large number of false alarms is tolerated the Tracker will soon lose
track of a true aircraft and detection errors will occur. Since, only one
listing of an aircraft occurs on the Signature List, a high pulse detection
probability will not even improve the system detection probability in this

case, |

In comparing the VSRR system to the FSRR system (analyzed in
Appendix B), one cannot report favorably on one system relative to the
other. A E/No = 9db the VSRR system has a low false alarm rate at least
for P, = 0.1. FSRR had a very high false alarm rate not only for Pf:O. 2
and 0. 3, but also for Pf=0. 1. On the other hand the detection probabilities
of the FSRR system while not extraordinarily good were better than that

achieved by a VSRR,
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VSRR SYSTEM PERFORMANCE TABLE

TABLE C.1

e 1 Lo.._
Py P, N P (ili-1)

0.005 0.965 75.5 x 10"+ 0. 565
0.1 0.98 31 0.7

0.15 0.985 3.98 x 10° 0. 665
0.2 0.99 1.271 x 10° 0.505
0.3 0.995 1.630 x10° 0.069
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APPENDIX D

SATELLITE CONSTELLATIONS FOR MULTILATERATION SURVEILLANCE
- SYSTEMS

The performance of an aircraft surveillance or navigation system em-
ploying satellite multilateration depends to a large extent on the satellite
constellation. In this Appendix we present two constellation candidates,
each consisting of twelve satellites. These can pr.ovide surveillance coverage
of the continental U.S. via an aircraft-to-satellite-to-ground system. A
first order analysis of the geometric dilution (ratio of rms aircraft posi-
tioning errors to rms range signal timing errors) that may be expected
from these consiellations is also presented,

The aircraft-to-satellite~to-ground surveillance systems under con-
sideration are of the hyperbolic ranging type. That is, comparison of the
times-of-arrival at two satellites, of a signal emitted from the aircraft,
determines the location of the aircraft on some hyperbolic surface, Three
such hyperbolic surfaces, determined by three pairs of satellites , inter-
sect at two points, Of these two points the one which is closer to the earth
determines the aircraft position, To locate an aircraft with this method it
is necessary to have three independent pairs of satellites. Thus, a min-
imum of four satellites is required, If more than four satellites are
available, they all may be utilized with a resultant decrease in the aircraft

positioning error, ’ |

Two factors determine the number of satellites that may be used in
locating an aircraft: the density of satellites in the constellation, and the
size of the solid angle that is illuminated by the aircraft transmitting an-
tenna. The latter of these is determined by the aircraft antenna pattern,
which may be assumed to illuminate a cone of half-angle 750. However,

as the aircraft may bank as much as 30° in any direction, the region of
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space that is consistently illuminated is a cone with a vertical axis and a
half-angle of 45°,

The basic requirement, therefore, is that at any point in the con-—-
tinental U.S. there must be at least four satellites at elevations of 45° or
more. The constellations presented in this appendix-bave been designed so
that at-least five satellites are at elevations greater than 45°, Th
satellites provide an increase in surveillance accuracy and provide backup.

satellites in case of a failure.

.1 Satellite Eguations of Motion

The satellite position in its orbital plane may be specified {see Fig.
D.1) by the radius r (from the center of the earth} -ard-the angle V, known

as the true anomaly, measured from the.perigeel:

.

r{t} = R(l - e cos E(t)) T (D-1)
AR T =

In the above, R is the semimajor axis {(about 26, 000 miles for a synchronous
orbit), e is the eccentricity of the orbit, and E(t) is the eccentric anomaly

which satisfies the functional equation

2mt

E(t) - e sin(E(t))*—"-—:f"— (D-3)

where T is the period the orbit. Both V(t) and E(t) are measured in radians,

Passage through the perigee occurs at timest =0, + 1, 1 2T, ...

it should be observed that E(t), and thus also V(t}, increases most
rapidly at the perigee, and least rapidly at the apogee. Thus, if the
perigee is positioned above a point in the southern hemisphere, the satellite

ercentage of its time over the northern hemisphere than

#If the satellites were to be used in a satellite-to-air-to-ground system, one
would require four satellites(plus a sparéto be at elevations greater than 359,
Clearly the constellations described herein satisfy this condition.
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Fig. D.l. Orbital geometry.
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over the southern hemisphere, This characteristic is desirable for coverage

of the U.S., and becomes more pronounced as the eccentricity e increases.

A visual aid to the analysis of a particular satellite constellation is
the set of ground tracks of the satellite orbits, i.e., the latitudes and longi-
tudes of the sub-satellite points as functions of time, If a satellite is in
synchronous orbit with the sub-perigee point at the southernmost point
of the ground track, then the latitude A(t) and the west longitude ¥(t) of the

sub-satellite point can be shown to be

A(t) lf() sin"l(sini cos V{t)) (D-4)

it

v(t) =T +15t - 180 tan—l(seci tan V(t)) D-5
o ™ )

In the above I‘O is the west longitude of the sub-perigee point and i is the
+1.
L

he or niar momentum wvec-

inclination o
tors of the satellite and the earth (with respect to the earth's center).
T , A(t), and Y{t) are measured in degrees; i, in radians; and t, in hours.
o g
It is assumed that 0 < i <T/2, i.e., that the satellite is in a posigrade orbit.
From the above expressions it is clear that the maximum and minimum
180i . 4 . 180i )
il i
orbital inclination determines the "length" of the ground track., Similarly,

latitudes of the ground track are respectively; that is, the

it can be shown from Egs. {D-2), (D-3), and (D-5) that the eccentricity of the orbit

roughly determines the "width" of the ground track. If Te denotes the 101)1gi-
tude at which the ground track crosses the equator from south to north,
then a measure of the width of the ground track is Z(TO - Te) {For orbits of
very low eccentricity, Z(I‘O - Te) can be very much less than the actual
ground track width). The relation between e and (TO - Te) is given in Fi
D.2. From this figure it is seen that the eccentricity needed to produce a

given value of (1"0 - Te) is approximately
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Fig. D.2. Eccentricity vs the longitudinal difference between
the subapogee point and the equatorial crossing,
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As has been previously s
least five satellites at elevations of 45° or more at each point in the con-
tinental U.S. at all times. If the aircraft is at latitude )\a and west longitude

Ya.’ then satellite k, at latitude )\k, west longitude Yk’ and radius L is at

elevation s where i/2
‘ . . 2
l'l - (cos)\.a cos)kcos(ya-yk) + sm?\asm)k)
cosq, =T,

Sl Kl_l -|~r]:f'c - Zrk(cos)\a cos)\kcos(ya- yk) + sin)ka sinAkJ

In the above, T, is measured in earth radii (R in Eq. (1) equals 6. 6166 earth
radii), Thus, in order for the angle of elevation of satellite k, as seen from

the aircraft, to be 45° or more, it is ne cessary that

z i.2 1
Ty - Z(rk cos Ak - —2—) <~2- {D-6)
The angle & is given by
a1
4, = cos (cos)\a (:os)Lk cos(ya-yk) + sin).a sin)\k) (D~7)

and is equal to the arc of a great circle connecting the aircraft and the sub-

satellite point. !

Given a satellite constellation, Eqs. (D-1), (D-2), (D-4), (D-5), (D-6),
and (D-7) may be used to determine which of the satellites are at elevations

o . . o .
45" or more as seen from a particular location ()\a, Ya) at a particular time t,
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D.2 Orbit Stability

Unfortunately, it is not possible to design a synchronous orbit with a
perfectly stable ground track, i.e., a ground track that remains constant
over a period of several years. The sources of orbit instabilities are celes-
tial bodies such as the sun and the moon, and perturbations in the earth's
gravitational field due to bulges, principally at the equator. The orbit per-
turbations due to the sun and the moon are quite small, and are periodic
with periods of 180 days and 14 days, respectively;z these perturbations are
not bothersome, The orbit perturbations due to the earth's bulge, on the
other hand, can produce gross shifts of the ground track over a period of

years.

The two main effects of the equatorial bulge on a satellite orbit are3

a slow precession of the orbit angular momentum vector about the earth's

axis, and a gradual rotation of the perigee position in the (precessing) or-
bital plane, The result of the precession is that the longitude of the sub-

perigee point increases at a rate of

I"Oal.34 x 1072 cosi

1- 62)2 degrees/day
where i is the orbit inclination, and e, the eccentricity. The position of

the perigee rotates in the orbital plane at a rate of

coszi - 1)

-2 {5
.67 x 10 (T-e2)

degrees/day {(D-8)

The following observations can now be made, First, for both circular

orbits (with e = 0) and eccentric orbits the effect of the precession on the
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the effect of perigee rotation on a circular orbit simply introduces a slowly
time varying time delay in the ground track; but since the ground track is

o e
L

[ R R el i . 2o laa W e dmem S 2w
wetric, this is n th F

bothersome.
perigee rotation would eventually bring the sub-perigee point to the northern
hemisphere, which is undesirable, However, from Eq. (D-8) it is clear

that when the inclination is

i=cos (JBL) - 1.107 radians.= 63.4 degrees

then this perigeée rotation effect is’ nonexistent.

In summary, synchronous orbits with good.stability, and
thus of use to a surveillance system, are (1} circular. arbits of.any incli-

nation, and (2} eccentric orbits of inclination 63,4%, 7

D. 3 -Doppler Shifts Introduced by Satellite Motion

If the aircraft transmits at a center frequency fo'* then the frequency

of the signal received by a satellite is ..

u'! Voo

£(1-

where u is the unit vector pointing from the aircraft to the satellite, v is
the velocity of the satellite relative to the aircraft, and c is the speed of
light. The portion of the frequency shift due to aircraft motion is bounded!
by 10~ fo; it would be desirable if the portion due to satellite motion were

of comparable size, While such is not the case for a highly eccentric orbit,

=t

he frequency shifts from all aircraft whose antennas
6f
o

it can be shown that
illuminate the satellite fall in an interval of length comparable to 10~

The satellite may then compensate for an average Doppler shift,
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If the aircraft were at the subsatellite point, it can be easily

shown that

27R e sinf(t)
T 1 -e cosk(t)

u'v =

The maximum value of this quantity occurs when cosE(t) = e (or, equivalently
when cosV(t) = 0) and is
(u'v) = 104 - — feet/sec
— —~'max
l-e
Thus the Doppler shift, due to satellite motion, at the sub-satellite point

is bounded by

For an eccentricity of0.6 this Doppler shift is 7.5 x 10_6fo.

The satellite can be designed to compensate for the Doppler shift due
to an aircraft transmitting from the sub-satellite point. Thus, what is of
interest is the additional Doppler shiff that results when the aircraft is not
at the sub-satellite point. This can be bounded as follows. The quantity u'y
is given by

u'v = ”X“ cosB

where 0is the angle between u and v, and has some nominal value 90 at the
sub-satellite point. The value of 0 differs most from @o when the aircraft
is a distance from the sub-satellite point such that the elevation of the
satellite is 45°. 1If this distance corresponds to an arc length Aof a

great circle, then it follows that
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The value
of the orbit, and is slightly larger at the apogee, and slightly smaller at the

perigee., Thus, the maximum deviation of 6 from 60 is approximately

[a) | RS T, [P SR N K. . T
-9 1 can be approximately bounded as

Mo | mm= O
I'hus | cos ©
|cos 8 - cos GOI:: |cos 90 cos(0- 90)— sineo sin(0 - 80) - cosaol

<|sin90 sin(6.1°)|

<. 1

lu'y - vl cos® |< .11 fly]

The magnitude of the satellite velocity in the northern hemisphere is

bounded by

4 ee?
H EH <10 «/-—1-—'_—62—-' feet/sec
and at the apogee it is only

2
” Y” = 1044—%— feet/sec
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Thus, the Doppler shift differs from its nominal value by an amount which

is bounded by

1,6 x 100
0]

throughout the northern hemisphere, and by -

0.55 x 10'6f
(0]

in the vicinity of the apogee, when the eccentricity is0.6. As e decreases,
the northern hemisphere bound decreases, although the bound near the

apogee increases,

D.4 The Satellite Constellation Candidates

In this section are presented the two constellation candidates, Both
constellations have good orbit stability and acceptable Doppler shift char-
acteristics. The geometric dilution, i,e., the factor by which timing
errors are multiplied to produce errors in estimating the aircraft position,
of both constellations is about one order of magnitude. However, if a vital
satellite becomes inoperative, the geometric dilution in some regions of the

U.S. can increase by an additional order of magnitude.

The two constellations are depicted in Figs. D.3 and D, 4., In each
of these figures the sub-satellite points at time t = 0 are indicated by triangles.

e
he dots on these figures indicate the sub-gatellite points at intervals of

3

one hour. It should be noted that the peri-od of constellation 1 is four hours,

and that the period of constellation 2 is eight hours.

Constellation 1, shown in Fig. D, 3, consists of 12 satellites, each of
which is in an orbit of eccentricity , 4 and inclination 63, 4°, It should be noted
that no two of these satellites are in the same orbital plane, although for each
satellite there corresponds another satellite for which the orbital piane

differs by only 5°,
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Constellation 2 depicted in Fig, D. 4, cconsists of 12 satellites, six
of which are in orbits of eccentricity . 6 and inclination 63.4°, with the
remaining six being in circular orbits of inclination 35°, As in constella-

tion 1, no two satellites are in the same orpital plane,

A limited analysis of the geometric dilution” res ulting from these con-
stellations has been performed as follows. A hypothetical aircraft was
located at latitude 450, west longitude 120°, Then, at hourly intervals, the
geometric dilution was founu, f.rst using all the satellites at elevatiun 45°
or more, and then deleting from this set of satellites that one which was
thought to have the most effect on the geometric dilution. The results
for constellation 1 are shown in Table D, 1; those for constellation 2 are
shown in Table D,2. As is evident from these results, the geometric
dilution for both constellations is quite sensitive to the loss of a vital

. sk
satellite,

These two satellite constellations represent only a first order attempt
at the design of an efficient constellation with good geometric dilution, There

appears to be no method, other than trial and error, for arriving at a

dilution properties with relatively few satellites,

£
See Appendix ] for the method of calculating geometric dilutions and some
remarks on the geometric dilutions that can be attained with four satellites.

F
If the satellites were to be used in a satellite-to-air-to~ground system,

smaller geometric dilutions could be obtained from each of these con-
stellations, This is because a 559 half-angle cone encompasses more
satellites giving better coverage than does a 45° half-angle cone.
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TABLE D.1

GEOMETRIC DILUTION WITH CONSTELLATION ! AND AIRCRAFT AT
LATITUDE 45°, LONGITUDE 120°

Time Satellite Lat. Long. Geometric Dilution Geometric Dilution
with all satellites without satellite 1

t=0 1 14,9 152.7 5.4 30.4
A 51.0 123,2
3 63.4 115.0
4 51.0 106.8
5 36.6 101.8
6 60,1 80.5
7 60.1 79.5

t=1 1 27.0 109.8 17.9 18,2
2 44,5 129.5 '
3 62.6 114.6
4 56.2 111.6
5 27.0 85.3

@ 6 44,5 65.5
LS 7 62.6 80. 4

8 56,2 83.4

t=2 1 14,9 117.7 8.9 11.9
2 36.6 93.2
3 36.6 136.8
4 60.1 114.5
5 60.1 115.5
6 63.4 80.0
7 51.0 71.8
8 51.0 88.2

t=3 1 27.0 144, 8 7.6 278.5
2 56.2 118.4
3 62.6 115.4
4 44,5 100.5
5 44,5 94.5
6 62.6 79.6
7 56,2 6.6




TABLE D. 2

GEOMETRIC DILUTION WITH CONSTELLATION 2 AND AIRCRAFT AT
LATITUDE 450, LONGITUDE 120°

Time Satellite Lat. Long. Geometric Dilution Geometric Dilution
with all satellites without satellite 1 -
t=0 1 35.3 148.2 11.0 45.0
2 16.7 111.7
3 16.7 102, 3
4 23.9 82.3
5 57.3 118.6
6 63.4 97.5
7 57.3 76.4
t=1 1 24,2 155.5 5.8 13.3
2 53.7 125.4
3 63.0 102.1
o 4 60.0 82.5
o 5 8.5 104.4
6 16,7 92.7
7 23.9 112.7
t=2 1 49.1 132.8 19.1 63.7
2 29.8 112.2
3 61.9 107.0
4 61.9 88.0
5 23.9 93.7
6 49.1 62.2
t=23 1 43,2 141.5 12.7 200.7
2 60.0 112.5
3 63.0 92.9
4 53.7 69.6
5 29.8 93.2
6 33.6 110.1
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APPENDIX E

OPERATION AND PERFORMANCE OF THE AIR-TO-GROUND
COMMUNICATION LINK IN THE SATELLITE-TO-AIR-TO
GROUND SURVEILLANCE SYSTEM

E.1 Preliminaries

In this Appendix the Air-to-Ground link of the Satellite-to-Air-to-
Ground Surveillance System is considered. Its mode of operation is des-
cribed and its performance is analyzed. Computations will show that such a
link is indeed feasible.

It is assumed that there is a population of 106 aircraft. Each aircraft

is assigned a unique integer from 1 to 10 called its identification number.

A satellite constellation consisting of four satellites transmits
four pulse trains {one from each satellite) to each aircraft, The pulse

period in each of the pulse trains is of the order of a few milliseconds.

Calling the satellites: Sat 1, Sat 2, Sat 3, Sat 4, each aircraft can
successively decode each set of four corresponding pulse trains (one from
each of the satellites) that it receives, and can then compute three inde-

pendent time differences:

By, =t "t
Byz=ty =t
B3g= b "ty

where

1:1 = time aircraft receives pulse train from Sat 1,

t, = time aircraft receives corresponding pulse train from Sat 2,

2
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t, = time aircraft receives corresponding pulse train from Sat 3,

3

t, = time aircraft receives corresponding pulse train from Sat 4, :

Consider aircraft '"'j"". In a surveillance system this aircraft must
relay the values of ‘%2’ %3, Ag, to the ground. Knowing these values from
aircraft "j'' and the satellite constellation ephermeris data, the ground
station can then compute the position of aircraft '"'j'' by the method of
hyperboloids. The results of such position calculations then provide the
surveillance data base for ground based ATC functions. As another option,
the computation of the aircraft position could take place on the aircraft
itself, with the computed position subsequently relayed to the ground.

However, it will be assumed, for the present, in the analysis performed here

that the position calculation takes place on the ground.

E.2 Structure of the Aircraft Position Data

Each aircraft wishes to convey to the ground station four items of
information: its identification number and the values of ‘312’ A23’ A34.
In order to accomplish this it will transmit a codeword to the ground and
have the ground terminal compute these items from the codeword. This
codeword will only be transmitted when requested by the ground station.

e Al m i memme] 2 o ks
e alscusseda in a iatexr

H

he requesti
3? A34) is changing with each new set of
pulses received from the satellite constellation, the downlink codeword
which is kept ready to be transmitted when the aircraft is interrogated,
will have to be recomputed or updated every second. In this section, the

structure of this codeword will be described.

The Air-to-Ground downlink will transmit the aircraft codewords
using a very basic modulation format called, "ON-OFF Keying''. In this

modulation format a binary digit "1" is transmitted by sending a pulse
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having a duration of 0.5 sec. A binary digit "0" is transmitted by having
the channel quiet (not transmitting anything) for 0. 5usec.

the aircraft. This can be represented by a block of binary digits giving
the expansion to base 2 of this identification number. Since the identi-
fication number is some integer from 1 to 107, a block of 20 binary digits

will suffice to represent it.

The downlink codeword must also contain the values of the time dif-
ference, %2’ A23, A34. Due to the geometry of the satellite constellation,
the maximum value that either ALZ’ A23, A34, can have is 16 milliseconds.
These time differences will be quantized in steps of 25 nano-seconds. Thus,
they can be transmitted to the ground by transmitting the integers;

/_\12/25 x 10-9, A23/25 x 10"9, 034/25 %1077, These integers in turn can be
represented in the downlink codeword by a binary sequence giving their
expansion to base 2. Since the maximum value of Ais 16 x 107, a block

of 20 binary digits will suffice to represent the integer &/25 x 1077,

The previous data computations and modulation degcription serve as
arguments for the following description of the aircraft downlink codeword

structure.

ach aircraft codeword consists of 90 binary digits. The first 10
binary digits in the codeword are ten '"1's'". This is synchronization prefix
necessary because of the "ON-OFF Keying'' modulation used. The receiver
has to be able to discern where each codeword begins, Since absence of
any pulse in the channel is used to represent a "0," the receiver has to
be able to decide when the channel is truely quiet due to the absence of
a codeword in it, and when the channel is quiet due to a "0" being transmitted.
This initial synchronization prefix will allow this discernment. The
next block of 20 digits is the expansion to base 2 of the aircraft identification

number. The remaining 3 successive blocks of 20 digits are, respectively,

the expansions to base 2 of ALZ’ AZ3’ %4.
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It has already been stated that each codeword will be transmitted
only upon request from the ground. Each codeword will be recomputed

or updated as each successive set of Als, (ALZ’ A23, A34) is generated,

E.3 Structure of the Ground Based Portion of the Surveillance System

Each aircraft in flight will be interrogated from the ground and in
turn will transmit its codeword to the*ground. In order to accomplish
this two-way task, the ground network must be organized in some type of
order, In this section the geometry of the ground portion of the Air-to-

Ground link will be described in detail,

The ground network will operate by covering the entire CONUS
(continental United States) with discs having a 200 mile radius. At the
center of each disc will be a ground station. There will be ground commun-

ications between the ground stations (for instance, by telephone}.

Each ground station will be responsible for maintaining the sur-
veillance function and providing navigation aid to all aircraft (of which
it has knowledge) which lie within the 200 mile radius hemisphere cen-

tered at the ground control station.

In order to provide an aid to the interrogation of all the aircraft
positioned within each hemisphere, it is necessary to put some fine struc-

ture on the geometry of each hemisphere. This will now be done.

Consider a specific 200 mile radius hemisphere, It is first sub-
divided by 200 equally spaced concentric hemispherical shells centered at
the ground station. Thus, the shells will be spaced 1 mile apart, Let the
volumes created between the successive shells (also between the outer
hemispherical surface and the largest shell, and the small shell and the

ground control station disc) be called "regions, Consider these regions
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ordered from 1 to 200 with region 1 being bounded by the ground station

disc and the smallest hemispherical shell, region 2 being bounded by the
smallest hemispherical shell and the next smallest hemispherical shell, ...
etc. The subdivision of the hemisphere by shells is illustrated in Figure E.1
and Figure E. 2,

Each of the regions Subdividing the hemisphere can be further subdivided.
Consider a particular region and consider a cross section of it taken perpen-
dicular to the disc. The cross section is shown in Figure. E. 3. Froem the
projection of the ground station shown in Figure E. 3, let rays be extended
intersecting both surfaces of the region cross section, Let the rays be
equally spaced around the cross section every 6° with the ray being extended
s illustrated in Figure E. 4 which shows that
the intersection of 2 consecutive rays with the region cross section produces
a curvilinear quadralateral shown darkened in Figure E.4, When this cur-
vilinear quadralateral is rotated through all of the cross sections of the
region perpendicular to the disc, it produces a ring which is 1 mile deep
and 6° thick. Thus, the region can be divided into rings. There will be 15

ion. Assume these are ordered with ring '"1" being that ring

o L :
sesriie F will 1

Each ring can be further divided into cells. Consider a specific ring.
Both the outer and inner base paremeters of the ring are circles. This is
evident from the top view of the ring shown in Figure E. 5. Let radial lines
or rays drawn from the common center of these circles intersect the circl?s
at 1° intervals. The result is illustrated in Figure E. 6. Let these rays be
moved through entire thickness of the ring. In other words, let each ray
generate a plane which is perpendicular to the base of the ring. The inter-
section of the resultant planes with the ring subdivides the ring into units

which we shall call cells. These cells are 1° wide, 6° deep and 1 mile long.
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Fig. E.1. Ground station and hemisphere of control.

142



: MILE 18-4-13048
/REGION 200

REGICN 129

Fig. E.2. Subdivision of hemisphere of control into regions.
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Fig. E.3. Cross section of a region.
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Fig. E.4. Subdivision of region cross section by rays.
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1.0° 18-4-13052

Fig. E.6. Ring being divided into cells.
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Assume they are ordered from 1to 360 in some manner. The subdivision of

a ring into cells by the rays mentioned is illustrated in Figure E. 6.

1. etr N and «

ine geomeiric
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Having introduced igures

tigell, " we can now quantize the position of each aircraft in the hemisphere

of control into the triplet

P =(P;, Py Pyl
where
P1 = region aircraft lies in
P2 = ring of the region aircraft lies in
P, = cell of the ring of the region aircraft lies in.

It should be emphasized that P is not the true position of the aircraft, but just
a quantization of it. Hence, more than 1 aircraft might have the same value
of P. It should also be noted that many of the discs covering the CONUS

may intersect, so each aircraft may lie in the hemisphere of control of sev-
eral different ground stations. In maintaining a surveillance function this
causes no additional procedures to be developed. In maintaining a navigation
function, one of these ground control stations will have to exert final authority

based on some predetermined rule.

E.4 Communications and Data Managerment

In the past two sections cénsideration has been given to both the struc- |
ture of the codeword that the aircraft will transmit to the ground when interrogated
and the structure of the airspace under the responsibility of each ground
station. This has all been a prelude to the discussion of this section,which
will deal with the actual operation of the Air-to-Ground Link. Consider a

specific ground station and the hemisphere of its responsibility. Every 2.5
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seconds this ground station will begin an "Interrogation-Reception-Logging

Cycle". In this section, the procedure during such a cycle will be described

in detail,

At the beginning of the cycle, the ground station consults a list which
has on it all of the aircraft in the hemisphere of the ground station (known
to the ground station) and also the aircraft positions during the previous
2 1/2 second cycle stored in terms of the P triplet. The list is called the

"Interrogation List'.

There are three possible reasons for an aircraft being on this list at
the beginning of the cycie.

1. It could have been on the list at the previous cycle and not
have been erased from the list during that cycle (reasons
for erasure will be taken up later).

2. It could have been put on the list at the request of another
ground station (i.e. using ground communications, another
ground station could signal the ground station under con-
sideration that a specific aircraft is entering its hemisphere)
and should be included on its Interrogation List.

3. It could be put on the list at the request of the aircraft
itself signaling over an RF link (i.e. the aircraft could
be entering the CONUS from a transoceanic flight in which
it had not been under a ground station's responsibility).
The interrogation list has its entries ordered in terms of their regions

first, then their rings, and finally their cells,

The control station cycles through the list interrogating each aircraft!
in the following manner: The ground station has a phased array antenna
which forms 15 beams. The beams are 90 deep and 30 wide. Each corres-

ponds to a different ring of each region (i.e. beam 1 corresponds to ring 1,

beam 2 corresponds to ring 2, etc...}. The ground station begins with the
outermost region (region 200). Each beam is aimed at the respective ring

of the region to which it corresponds and begins interrogating those air-

craft which reside in this ring on a cell-to-cell basis.
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Specifically, consider beam 1., It will first look up on the In-
terrogation List the first aircraft which resides in ring 1 of region 200,
and it will then aim itself at the cell position listed for this aircraft. It
will then interrogate the aircraft by sending up the signal K(t) which is an
ON-OFF Keying signal consisting of 30 binary digits. The first 10 binary
digits are 10, "1's'". The remaining 20 binary digi‘ts are the expansion
to base 2 of the aircraft identification number. The signal K(t), if re-
ceived correctly by the aircraft transponder, causes this transponder to
be activated and transmit the most recently updated aircraft codeword to the
ground control station. The ground control station searches for the code-
word reply of the aircraft by using a range gating method. In other words,
it looks for a reply in a specific slot of time based upon the region in which

the aircraft was listed.

There are several possibilities in this codeword search. First, the
aircraft codeword could be the only codeword received in the time slot
and received perfectly, then no other digits exist in the time slot. Second,
the aircraft codeword could be received perfectly in the time slot yet other
digits could exisi in the time slot {due to noise or other interference),
Third, the aircraft codeword may not be received perfectly (due to noise

or other interferance}.

Since the ground station knows that each aircraft codeword must begin
with a synchronization prefix of 10 ""1's'!, it adopts the following strategy.
In the codeword search, it look;s for the first sequence of 10 consecutive
"1's' in the time slot. If it finds this, it considers the 20 digits after this
prefix. Since it knows which aircraft it interrogated, it can compare this
20 bit sequence with the aircraft identification number. If they agree, it
declares that the aircraft codeword has been extracted. The following

60 digits are then interpreted. The aircraft position is then calculated
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and logged ona list called the "Logging List'" along with its identification
number and the absolute time at which the downlink transmission occurred.
If no first sequence of 10 consecutive '"1's" is found or if such a sequence

is found but the following 20 digits do not agree with the identification num-
ber of the aircraft being interrogated, an entry is still made into the
"Logging List!" giving the identification number of the aircraft, absolute
time, and a remark that its position was not updated during this cycle. This

event is called '""cycle loss." (The aircraft is lost on this cycle).

List residing in region 200, aims itself at its cell position and interrogates
it in the same manner as before. All other beams continue in like manner
allowing parallel processing until region 200 is completely interrogated,

They then continue cycling down through all the regions.

At the end of the interrogation, the ground station updates all of the
entries on the Interrogation List using the Logging List {i. e. it updates all
aircraft positions). The ground station then considers all of the aircraft
listed whose positions lie on the boundary of the hemisphere of control
(i. €. on the outer hemisphere and on the base-the ground). Again
using the previous logging lists, the ground station can discern whether
these aircraft are moving out of the hemisphere of control or landing. If it is
the former of these, it employs ground communications to inform those
ground stations into whose hemisphere specific aircraft are moving, that
these aircraft should be added to their Interrogation Lists and it also "
supplies them with their most recent position, The ground control station
then erases these aircraft from its own Interrogation List. If an aircraft

is touching ground, it is likewise erased from the Interrogation I.ist.

Finally, the ground control station adds to its own Interrogation List
all aircraft it learns are entering the hemisphere, learning this either

from other ground control stations or from the aircraft itself by an RF link.
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One item should be noted., When a beam is interrogating an aircraft
it is aimed at the aircraft, (region, ring, cell), position which the aircraft
occupied during the previous cycle. The aircraft's position has changed
from this previous position and as such its {region, ring, cell) coordinates
may have changed, However, due to aircraft dynamics, they cannot have
changed much., Since the beam dimensions (30 X 90) are considerably wider
than the cell widths (10 X 60), the aircraft transponder will still be excited
even though pointing accuracy is not perfect. Similarly, if an aircraft is
lost on a cycle due to noise or other interference, it may still be recovered

in the next cycle even though the beam is aimed at an old position,

Figure E.7 gives a system representation of the entire interrogation

procedure,

E.5 Air-to-Ground Link Power Budget and Probability that a Bit is
Received in Error )

The interrogation procedure is at the heart of the Air-to-Ground
Link performance. As a prelude to analyzing the performance of this
procedure, an Air-to-Ground Link Power Budget is given in Table E-1, for
the transmission of one bit representing the digit """ in a codeword., The
power budget indicates a received signal energy-to-noise power density

ratio E /NO, of 20 db, In absolute terms E /N0 = 100.
For ON-OFF Keying modulation
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where Pe is the probability that a bit (either a "0" or a "1'") is received in

error. Evaluating this at E /No = 20 db yields:

5

P~ (0.355) 10 (E-1)
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TABLE E. 1
AIR-TO-GROUND LINK POWER BUDGET

Item Value Reference

P, (peak signal power transmitted) | 23 dbw
Chip Duration -64 db-sec
Aircraft Transmitting Antenna Gainl 0 db

Range Loss ~-143 db 200 mile maximum
slant range, 1 GHz

Receiver Noise Power
Density (N ) -199 dbw/Hz | RFI, thermal and front

end: noise (1000°K)

Miscellaneous Losses -3 db Feed, atmospheric and
signal disadvantage

Receiving Antenna Gain 14 db Fan beam 3° x 9°

Multipath Fading -6 db See Appendix G

Signal Energy to Noise Power 20 db

Density (E NO)
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E.6 Performance Analysis of the Air-to-Ground Link

In this section the performance of the Air-to-Ground Link will

be analyzed,

E.6.1 Range Gating and Types of Interference

In the description of the interrogation procedure given in Section 4
it was remarked that a range gating procedure is utilized in obtaining the
received aircraft codeword. In other words, the received codeword will
be searched for in a specific siot of time, The length of this time slot will

now be specified,

In a single 2.5 second cycle a given aircraft will at most move 5/12
1.

s(@ssuming a 600 mph velocity). It is likely that by 1995 aircraft will
at'most travel 1 mile in a 2.5 second cycle; hence at best it will move
from the region it was logged at in the previous cycle into one of the 2
adjoining regions, The range interval (measured from the ground station)
that it might lie in, extends for 3 miles. Thus, when a ground control

station interrogates a specific aircraft it can expect to observe the beginning

of the aircraft codeword somewhe equal to
time necessary for a wave to propagate 3 miles. This is 16.2usec, Extend-

ing this out to the nearest 0.5 sec., the beginning of the aircraft codeword

return will lie in a time slot 16.5U sec. long.

As described in Section E. 2 the aircraft downlink codeword consists
of 90 binary digits. Each digit is represented by an 0, Bbusec. chip i
(ON-OFF Keying modulation). Since the beginning of the codeword will be
received somewhere in a time slot 16, 5usec. wide, the entire codeword can

be searched for in a time slot 61. 5usec. long. In the absence of any inter-

ference, an aircraft codeword received in one of these 61, 5 sec, long time

slots (henceforth called "region bins"') might appear as in Figure E, 8.
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Fig. E, 8. Received codeword in region bin in absence of interference.
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Of course, interference might be generated in each region bin from
two different sources:

1. Thermal noise might represent itself as bits of an aircraft
codeword causing problems and/or errors in the reception-
processing of the aircraft codeword.

2. Cross-Beam Interrogation - An aircraft could lie in the
intersection of two hemispheres of control. It may be
interrogated by a beam from one control station while it
is in the view of, but not interrogated by, a beam from
another control station. In such a situation its aircraft
codeword would appear in the beam channel of some other
aircraft which is being interrogated and interfere with that
aircraft's codeword being transmitted, This type of inter-
ference can be eliminated by having the interrogation from
neighboring control station be synchronized so that an air-
craft in the hemisphere intersection will not lie in the view
of beams from each control station.

E.6.2 Probability of Correct Synchronization

As described in Section E. 4, during the interrogation procedure, the
ground control station searches in the region bin for the first sequence of

10 consecutive "1's', and considers this the synchronization prefix of the

The ground control station will recognize the correct synchronization
prefix and not a noise sequence disguised as the synchronization prefix
if the region bin from its start until the beginning of the codeword is empty
of noise masquerading as message '"1's'", and if the synchronization prefix
of the aircraft codeword is received without error., Since the start of the
codeword will occur in the first 16, 51 sec. of the region bin, the portion
of the region bin prior to the reception of the aircraft codeword being free
of noise digits corresponds to n '""0's!" heing received correctly where n

is less than or equal to 33. Let
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Ground control station
P (synch) = Prob. {locks onto the correct ‘ (E-2)
synchronization prefix

Utilizing (E-1) and the previous discussion

P({synch) 2(1--1:’6)33 (l-Pe)10

P(synch) = (1-(0. 355 x 1072)*? ~0. 999864 (E-3)

P(synch) =0.999864

It should be noted that the probability of correct synchronization is
actually much higher than the lower bound given by (E-3). Since the
ground station knows which aircraft it is interrogating, in order to really
lose synchronization, noise must not only masquerade as the synchronization
prefix, but also as the aircraft identification number. This makes P (synch)
much larger than the (E-~3) lower bound, However, for present purposes,

this lower bound will suffice.

E. 6.3 Probability of Updating the Aircraft Position in the Logging List

As described in Section 4, once the synchronization prefix is estab-
lished, the ground station considers the 20 digits received after the prefix.
Since the ground control station knows which aircraft it is interrogating,
it can compare this 20 bit sequence with the aircraft identification number.
If the two sequences agree, the ground control station declares the aircraft

codeword extracted and proceeds to compute the new aircraft position (from

the remainder of the codeword) and update the position in the logging list.
Thus,
aircraft codeword correct 20
Prob, |is extended synchronization] = (l-Pe) s
prefix is found
-5,,20
(1-(0.355 x 10 7)) ~ =0.999937 (E-4)
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E. 6.4 Probability that the Correct Aircraft Position is Logged in the
logging List

On a given aircraft interrogation if the correct synchronization pre-
fix is found and the aircraft codeword is extracted, the only question re-
maining is with what probability the correct aircraft position will be logged
in the Logging List. This, of course, is the probability that the last three
blocks of 20 digits making up the codeword will be received without error,

since it is these digits which contain the aircraft position information,

Hence,
correct aircraft ‘correct synchronization _ ,,_ 60_ .~ 5,60
Prob, | Position is logged | prefix is found and = {1-P.) = {1=(0. 355 x 107))
“\onthe Logging List | aircraft codeword is = 0.99981 (E-6)

extracted

E. 6.5 Probability that Aircraft Position will be Updated Correctly
Given that the Aircraft is being Interropated

The results of (E-3), (E-5) and (E-6) may now be combined to yield

r
Aircraft position is| Aircraft >(0.999864) (0.999937) (0.99981)

Prob updated correctly is being

*{on a cycle interrogatedf =( 0, 9996) (E-7)
bt~ Vo a o st o s NP VPRI PG T o v oy o Fln wem vad ol dlen 2k o mwmm e d e
WILLLL 1L J.CPJ. CDCJ.I.LD a.ucxiu.a.l.c PC.L.!.UJ. Tl XIS OfL LT J:)CLJ-L UL LEIC J.LI-LCJ-J-UsaLLU-U-

procedure,

159




|
i
;
1
!

E.7 Estimated Number of Ground Control Stations Needed

In setting up the Air-to-Ground Link, the CONUS must be covered by
discs. Each disc has a 200 mile radius with a ground control station at its
center, This area of the CONUS is 3, 542, 559 square miles. This cor-
responds to the area of 81 of the 200 mile radius discs, Of course, in
order to have the CONUS completely covered by discs many of these
discs will have to overlap. Hence, more than 8l discs will be needed.
However, it can safely be assumed that at most a few hundred discs, and

therefore ground stations, will be needed to cover CONUS. This is an

entirely reasonable cost to bear,

E.8 Performance of the Air-to-Ground Link when Position is Calculated

Incorrectly_

Consider the following event during the interrogation procedure of
n

the An aircraft is interrogated, and when its codeword

jas]
=

is extracted, several of the last 60 digits of its codeword are received in-
correctly. If this event occurs, the aircraft position that is logged will be
incorrect. When the aircraft is interrogated during the next cycle, the
beam will be pointed at a wrong position and it is unlikely that the aircraft
transponder will be excited and give a codeword return. In this case, the
11 suffer a cycle loss and in fact will be permanently in a

cycle loss loop for all of the following cycles. Such an event, although it
may be rare, would be a disaster as far as keeping the aircraft under

surveillance is concerned.

The possibility of an aircraft entering a cycle loss loop can bhe
eliminated to some extent by a simple improvement in the interrogation
nnnnnn Tahkle 1t Thig will

procedure, namely keeping a ""Position Difference Table." This w

now be described.
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Every time an entry is made in the Logging List, the position dif-
ference between the entry and the last entry for the aircraft {i.e. that
on the previous cycle) should be calculated.. This pogition difference should
be logged with the aircraft identification number and cycle time in a table
called the "Position Difference Table.'" If an aircraft suffers a cycle loss, the
last entry in the Position Difference Table is looked up. If this entry was
small {i.e. below some threshold) nothirig is done, If this entry was large,
the position entered on the Interrogaticn List.is computed from the last
position listed on the Logging List before the targe position difference
occured, (i.e. 3 .cycles back). This most likely wiil be close to the true
position of the aircraft and will prevent the formation of a cycle loss loop.-
However, the only way to measure the effectiveness cf this method is by

simulation.

E.9 Air-to-Ground Link Procedure During:System Start-Up

Consider the operation of the Satellite-to-Air=té-Ground Surveillance
system when it-is starting up, This could be eitlier at the beginning of its
lifetime or at some time. immediately after the entire systemn has failed
(both of these events will be considered equivalent). During the Start-Up each
ground station must comehow learn the identity and positions (regions, ring,
cell) of all aircraft in its hemisphere of control, Each ground control sta=
tion must in a sense initialize its Interrogation List. In this section the
procedure which the Air-to-Ground Link utilizes in order to initialize the
Interrogation List is described. The procedure is sequential in nature !

and operates with the cooperation of the aircraft,

E.9.1 Aircraft Start-Up Signal

As an aid in the Start-Up procedure, each aircraft is assigned a
""Start~Up Signal.'" The Start-Up Signal consists of 6 pulses, Each pulse

is a 200 chip long (each chip being 100 nsec) pseudo random sequence picked
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from a set of 10 possible pseudo-random sequences. Each pseudo random
sequence corresponds to a different integer from 0 to 9. Thus, the sequence
of 6 pulses comprising the Start-Up Signal can and is put in correspondence
with the aircraft identification number, and can thus serve to identify the

aircraft.

E.9,2 Start-Up Procedure

The Start-Up procedure will now be described. The antenna beams
normally used during the regular interrogation procedure are used in
parallel. Remember each antenna beam corresponded to a different ring.
It interrogated each cell on the ring sequentially for a given region and
then moved on to a different region. During the Start-Up procedure each
beam considers all regions simultaneously and moves sequentially around
its ring cell by cell and in this way operates instead on a sequence of

wedges of the airspace rather than individual cells.

Consider the operation of one antenna beam now on one particular
wedge, After moving into the wedge the beam transmits a special signal
ts of the wedge. The signal consists of 20, "1's" and is
called the ""General Call Codeword." When the transponder of each air-

craft in the wedge receives the General Call Codeword it does two things:

1. It switches itself to a special ""Start-Up Mode"; and

2. It responds by transmitiing back to the ground control
station the first pulse of the aircraft's Start-Up Signal.

R J— |
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The ground station receives these re fi

sing 1
ceivers, It also orders these pulses on a special list called List 1, The
ground control station considers the first pulse on the list and transmits
it to all aircraft in the wedge. This pulse is received by the transponders

of all these ajrcraft. However, the ""Start-Up Modes' of these transponders
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received pulse. The transponders of these aircraft will respond with the
second pulse of their Start-Up Signal. The ground control station receives
these second pulses using matched filtered receivers. It then logs the
"first pulse' transmitted and the '"second pulse'" received on a special

list called List 2. The ground control station cycles through the other
entries on List 1| making the appropriate entries into List 2. At the end

of this cycle it has a list of the first two pulses of the Start-Up Signal of

every aircraft in the wedge it is illuminating,.

The ground control station then considers the first entry on List 2
and transmits these two pulses to all aircraft in the wedge. Again the
Start-Up Mode is designed in such a way that only the transponders of
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Up Signal identical with these two received pulses, The transponders of
these aircraft will respond with the third pulse of their Start-Up Signal,
The ground control station receives these pulses using matched filter
receivers. It then logs the first two pulses transmitted with the third

pulse received on a special list called List 3, The ground control station
h
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on List 3. At the end of this cycle it has a list of the first three pulses
£

of the Start-Up Signal of every aircraft in the wedge it is illuminating.

The procedure continues on in this manner constructing List 4, List 5,
and List 6, List 6, of course, will contain the Start~Up Signals of all

aircraft in the wedge being illuminated by the beam. The aircraft identi-

fication numbers are computed from this list and entered in the first
Interrogation List. The ground station considers the first of these numbers
and transmits it to all aircraft in the wedge. Only the aircraft having this
identification number responds and it responds with its most recent downlink
codeword, The ground control station computes the aircraft position from

this codeword, quantizes it into a (region, ring, cell) coordinates and lists
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these quantized coordinates next to the corresponding aircraft identification
number on the first Interrogation List. The ground control station then
considers the second identification number on the Interrogation List and
follows the same procedure., After cycling down the entire list it has the

ai rcraft identification numbers and guantized positions of all aircraft in
the wedge, It then broadcasts an '"All Clear Codeword' (to all aircraft

in the wedge) consisting of a sequence of 15, "l's." This signals all air-
craft transponders to switch off the special '"Start-Up Mode" and to ignore
any General Call Codewords received during the next 30 seconds. The beam
then moves to the next wedge. After this procedure is completed by all
beams cycling through all wedges, the first Interrogation List is completed

and the first interrogation cycle can be started using this Interrogation List,

E.9.3 An Upper Bound to the Amount of Time Needed for Start-Up

The feasibility of the Start-Up procedure described in the previous
section depends in large part on the amount of time it takes to compile the
entire Interrogation List, Obviously, if a very large amount of time is
required when the Interrogation List is finally completed, some of its
entries may be too stale to use in the first Interrogation cycle. This may
result in cycle loss loops occurring from which no exit is possible. In
this section an upper bound to the total amount of time that the Start-Up
procedure requires will be computed. Worst case conditions will be
assumed. The figure resulting will be acceptable for the total system

performance,

Consider a ground control station and its hemisphere of control
carrying out the Start-Up procedure. Assume the worst case aircraft
. 4 . .
population of the hemisphere of control, namely 10" aircraft, which have

to be logged on the first Interrogation List. Since all rings are being
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operated on by beams in parallel, the amount of Start-Up time is at most
the maximum time that a beam might require to complete its operation
on its ring.

Consider a typical beam operating on its ring. Assume that there are
Y aircraft residing in this ring. An upper bound to the amount of time taken

to log all of these planes on the interrogation list will first be computed.

The first item to be computed is the amount of time taken by the
beam to interrogate the empty wedges. If a wedge is empty, the following
is the beam procedure. The beam is aimed along the wedge. It transmits
the General Call codeword which is 2 U sec. long. The ground control
station waits the maximum delay time for a response. Since the wedge is
empty, no response will be obtained {ignoring false responses due to noise).
The beam then proceeds to the next wedge., The hemisphere of control is
200 miles in radius. Thus, the maximum delay time is 2.16 milliseconds
and hence the maximum amount of time it takes for a beam to carry out
the Start-Up procedure in an empty wedge is 2.162 milliseconds. Since
each wedge is 1° long, there is a maximum of 360 empty wedges on each
ring. Therefore, the maximum amount of time the beam takes to interrogate

all empty wedges on its ring is 0. 78 seconds.

p. Assume that non-empty wedges are

. . .th
ordered in some manner, Let Yi be the number of aircraft in the i such

which are not empty will be taken
!

wedge., The ground control station first forms List 1 by transmitting 20W sec,

General Call Codeword, and then waiting the maximum delay time of 2.16

milliseconds for a relay. The total time taken for the formation of List 1

is 2,162 milliseconds,
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The ground control station then proceeds to form List 2 from List I,
List 3 from List 2, ..., List 6 from List 5. In order to form List j from
List j-1, (j=2, ... 6), the ground control station transmits each entry on
List j-1, (i.e. j-1 pulses), waits the maximum delay time of 2.16 milliseconds

and logs all the replies, Since there are Y. aircraft in the wedge being

i
1, the maximum length of List j-1is V.. Hence, the maximum amount
i ’

of time it takes to form List j from List j-1 is upper bounded by

(Y)) (i) (2.16) 1073 sec.
This implies that the maximum amount of time that it takes toform List 1
through 6 is upper bounded by
6 3
2.162 + 2, Y. (j-1) (2.162) 107" sec.
j=2

which itself is upper bounded by

(16 Y.) (2.162) 1072 sec.

After List 6 is compiled, the aircraft identification numbers are computed.
These are transmitted sequentially with the ground control station waiting
for the aircraft codeword reply from each before transmitting the next. The

total amount of time this takes is
-3
Yi {2.169:10 7) sec.

Finally,the All Clear Codeword is transmitted which is L. 5usec. long.
Altogether an upper bound to the amount of time the beam spends on this

wedge is

-7
34, S-Yi- 10 ~ sec.
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The total amount of Start-Up time needed to operate on all non-empty wedges

is therefore upper bounded by

L34.57,x107° = 34.5 107°Y sec.

i
assuming Y aircraft in the ring. Taking into account the time spent on
operating on empty wedges, the maximum time spent on the entire ring is
upper bounded by

34.5x10°° ¥ + 0.78 sec.

If there are 104 aircraft in the entire hemisphere of control a reasonable
estimate is that Y is at most 1000, In this case the Start-Up time is not
more than 36 seconds which is a feasible figure for operation,

By making a slight change in the Start-Up procedure it is possible to
reduce the Start-Up time by a few seconds and also simplify the Start-Up
procedure. In the worst case of 104 aircraft in the hemisphere of control,
and most likely during typical cases, List ] and List 2 will be completely
filled after being formed. In other words, every code will be entered on
List 1 (it will have 10 entries) and every two-sequence combination will be
have 100 entries), One may then simplify the
Start-Up procedure by assuming Lists 1 and 2 completely filled to begin with,
The Start-Up procedure would operate by first transmitting the General ﬁ
Call Codeword to all aircraft in the hemisphere. The Ground Control
station would then immediately begin cycling through the completely filled

List 2, The maximum amount of time this cycling will take will be 0,2 seconds,
{particularly during worst case conditions) may be reduced., From now on

this simplification will be assumed to have been incorporated into the Start-Up

procedure,
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E.9.4 Interference Effects During the System Start-Up Procedure

In this section the question of interference during the Start-Up
procedure will be addressed. Interference comes from three sources;
thermal noise, multiple access noise, destructive interference of pseudo

random sequence pulses matched to the same filter.

Thermal noise, the first interférence phenomenon, can be suppressed
with sufficient signal energy. Multiple access noise is due to the following
event, The pseudo random sequences transmitted by the aircraft are
received not only by the matched filters to which they are matched, but by
all the other matched filters at the ground control station, When a matched
filter is excited by a pseudo random sequence to which it is not matched,
the matched filter output looks like gaussian noise. This is multiple access
noise., It cannot be suppressed by raising the signal energy, since this type

of interference increases as signal energy increases,.

The last type of interference mentioned is similar to specular maultipath
and will be called Pseudo Specular Multipath, Consider the Start-Up procedure
being carried out by a particular beam in a particular wedge., Suppose on one
of the downlink transmissions, two aircraft transmit the same pseudo
random sequence down to the ground control station. If the two aircraft
are close enough, the two pulses may be received within 4 chips (400 nano-
seconds) of each other by the matched filter. In this case the two pulses
might destructively interfere causing the matched filter not to have two
sharply peaked autocorrelation functions as its output, but rather a degraded |
version of this. If this output is so degraded that the decision threshold
on the output of the matched filter is not exceeded, an error might be
introduced into the Start-Up procedure and aircraft may not be logged on
the Interrogation List, Fortunately, the possibility of this last typé of inter-

ference occurring is very slight as is shown by the following argument.

168




Suppose a wedge is being operated on during the Start-Up procedure,

Specifically, suppose certain aircraft are transmitting pseudo random

wo of thege air-
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craft transmit the same pseudo random sequence pulse. In order for these
two identical pulses to be received within a 4 chip time delay the ranges of
the two aircraft {rom the ground station can differ by at most 7.45 x 10"2

miles. Consider now the wedge sliced perpendicular to its axis at 2 points,

7.45 x 10"2 miles apart. A curvilinear box is formed by the slice The

8.
two aircraft must lie in such a box. Since the wedge is 1° wide and 6° deep
with a wedge radius of 200 miles, one can infer that in order for the 2 air-
craft to interfere they must lie within a common volume of size 5.5 cubic

miles,

The volume of the entire hemisphere of control is 16.7 x 106 cubic
miles. Assuming the worst case of 104 aircraft in the hemisphere of control
and assuming them uniformiy distributed throughout this volume implies
that the probability of one aircraft being in a specific 5.5 cubic mile volume
is (0. 333) 10_2. The probability of 2 aircraft being in a specific 5,5 cubic
mile volume is 1.11 x 10-5. If a specific 5.5 cubic mile volume is occupied
by 2 aircraft, the probability that they are both transmitting during the
compilation of List 1 is at most 1, If they are both transmitting, the proba-
bility that they are both transmitting the same pseudo-random sequence pulse

is 0.1, Combining these parameters yields

conditions arise in

a specific 5,5 mile3

volume in the wedge to <1.1 x 10-6
cause Pseudo Specular o
Multipath

Prob.

The volume of a wedge is 4.9 x 103 cubic miles. This implies that
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conditions are in the
wedge such that -3
Prob. | Pseudo Specular Multipath | <=5.5 x 10

occurs during a
downlink transmission

\ downli
This figure is small enough so that this type of interference can be ignored.

The downlink power budget (Table E. 2) gives a measure of the inter-
ference consisting of thermal noise and multiple access noise during one down-
link transmission of a pseudo random sequence pulse. The average received
signal energy is computed from the transmitted signal energy, the trans-
mitting and receiving antenna gain, the path loss and the miscellaneous losses.
The thermal noise power density is computed directly from the receiver
front end noise temperature. The calculation of the multiple access noise
energy is more involved. The average energy received over any 500 nano sec
time period at a matched filter from any particular mismatched user is first
computed, This computation is carried out assuming that all replies to an
interrogation during the Start Up Procedure are received within a 2.17 milli-
seconds period following the initiation of the interrogation. Furthermore, it
is assumed that the replies are uniformly distributed in this 2. 17 millisecond
period. The average number of mismatched codes into a particular matched
filter as a result of a single interrogation during the Start-Up Procedure is
then calculated. These two parameters are combined to give the average
energy received from all mismatched codes at a particular matched filter
during any 500 nano-sec interval as a result of interrogation during Start-Up
Procedure. This parameter has the same units as noise power density and |
is combined with the thermal noise power density to give an equivalent noise
power density. This in turn is combined with the average receivedsignal to

give the resultant E/NO.

It should be noted the multiple access noise is not gaussian in nature.
This is due to this noise being composed of only a relatively few mismatched
codes. Hence, the equivalent noise power density cannot be thought of as an

equivalent power gaussian source. However, for purpose of this first order
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analysis we shall treat this as a gaussian channel. A gaussian channel
operating with an E/No of 17dB will have a bit error probability less than

1072,

E.9.5 Using the Start-Up Procedure for System Monitoring

As has been mentioned in Section 4, during the normal operation of
the interrogation procedure there are three ways in which an aircraft may
become entered on the Interrogation List at the beginning of a cycle,

1. It could have been on the list during the previous cycle
and not have been erased from the list during that cycle.

2, It could have been put on the list at the request of another
ground station (i.e. using ground communications, another
ground station could signal the ground station under considera-
tion that a specific aircraft is entering its hemisphere and
should be entered on its Interrogation List),

3. It could be put on the list at the request of the aircraft
itself signaling over an RF link (i.e. the aircraft could be

Pt N6 i £ s S [ crmmranee e~ £1 an zevlad

entering the CONUS from a transoceanic flight in which
it had not been under a ground control station's responsibility).
Now the following event may occur. An aircraft may enter the
hemisphere of control without its identification number having been entered
on the Interrogation List. This may occur for a variety of reasons, For

example, an aircraft may enter the CONUS from a transoceanic flight and

frmant b cndilo dlan  omm s -
lorget to notify the ground control s
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TABLE E. 2

LINK POWER BUDGET DURING AIR-TO-GROUND START UP

Item

Chip Power
Chip Duration
Chip Energy

Pseudo Random Se quence
Length

Average Signal Energy
Transmitted Per Pulsge

Range Loss

Aircraft Transmitting
Antenna Gain

Receiving Antenna Gain

Miscellaneous Losses

Average Received
Signal Energy

Thermal Noise Power
Density

Average energy trans-
mitted from any particular
mismatched user

Average number of mis-
matched codes per matched
filter channel

Average energy trans-
mitted from all mismatched
codes in a particular matched
filter channel

Average energy received from
all mismatched codes in a par-

[ U [V e, Rt .l [ APSUVI R e |
Ltivulal 111 LUAITUE 111LCS D CLIAIIIIcL

Equivalent Noise Power Density
E/N0

Value

18, 5 dbw
-63 db sec
-44.,5 dbJ

™
(¥
Q.
o

~24.5 dbJ
-143 db

0 db
14 db

-3 db

~156.5 dbJ

-199 dbw/Hz

-60.9 dbJ

19.5 db
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When a "'1'" is transmitted

When a '"1" is transmitted

200 mile maximum slant

range, 1 GHz

. - -0 ~ O
Fan beam, 3 by 9

Feed, atmospheric, and
signal disadvantage

RFI, Thermal and front
end noise (1000°9K)

1()4 aircraft assumed in

a hemisphere, LIST 2
assumed filled to begin !
with 100 entries, 10
different codes



If an aircraft is not entered on the Interrogation List,surveillance

will not be maintained over its flight and the result might be disastrous.

| [ SRR I B N : ~ 3
nus, 1L woulu pe L.I.CEJ.L'CI.L)].C L

—

a periodic check to determine whether there are aircraft in its hemisphere
which for one reason or another have not been entered on its Interrogation

List, and then include these aircraft on the Interrogation List.

The ground station can carry out this periodic check quite easily

by making use of the Start-Up Procedure, This will now be described.

Once per minute the ground station will go into a Monitor Mode. The
station will have its antenna cycle through each wedge of the hemisphere.
The operation on each wedge is as follows. The ground station transmits
a '"Monitor Codeword" consisting of 25, "I's." All aircraft residing in the

wedge receive this codeword and do one of 2 things:

1. If an aircraft's transponder has been activated by the
ground station within the last 10 seconds (in other words
if it is on the Interrogation List) the aircraft transponder
goes into a special Monitor Mode and simply ignores the
Monitor Codeword and all other commands it receives
until it receives a special "All Clear Codeword" consisting
of 35, "1'g". The transponder then switches back to normal
mode operations.

2. If an aircraft's transponder has not been activated by the
ground control station within the last 10 seconds {in other

ound control station within the las secor in
words the aircraft is not on the Interrogation List) the
transponder goes into a special Monitor Mode, It trans-
mits back the first pulse of its Start-Up Signal. The
ground control station receives these using matched filters,
The rest of the Start-Up procedure is then completed
(including the construction of List | and L.ist 2, no abbre-
viated procedure), The identification number and positions
of the aircraft responding are entered on the Interrogation
List. The "All Clear Codeword" is then transmitted by

the ground station and all transponders switch back to
normal mode operations.
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In general, very few aircraft will come under category 2, above.
Thus, this entire procedure will take very little time., Certainly it will
not take as much time as a general ""Start-Up'' and it does afford quite a
bit of protection visg 3 vis maintaining truely complete surveillance overall

aircraft in the airspace.

E.10 Aircraft Codeword Design When Position Is Computed On Board
the Aircraft

The Air-to-Ground link has so far been described as operating
with the aircraft transmitting to the ground control station a codeword which
represents the difference in times of arrival between the pulses the air-
craft receives from the different satellites. The ground control station
then computes the aircraft position from these times of arrival differences
by using the method of Hyperboloids. This is carried out, of course, assum-

ing that the ground station has the satellite ephermis data.

Since determining the aircraft position from the differences in times
of arrival is a very simple computational operation, it could be carried
out on board the aircraft as well as at the ground station provided the cost
of a small computer is small when the fourth generation system is implemented,
The aircraft position would then be incorporated into the aircraft codeword
(rather than time of arrival differences) and transmitted to the ground
control station. In this section the aircraft codeword structure needed to

accomplish transmission of the aircraft position will be described.

N
T1004U 1011 18

As before, since ON-OFF Keying modulat
synchronization prefix is needed. The first 10 digits of the aircraft code-
word will be 10, "1's", and will be used for synchronization. Again, as
before, the next block of 20 digits in the aircraft codeword will be the ex~
pansion to the base 2 of the aircraft identification number. One of the

simpliest ways to represent an aircraft's position is by the three coordinates,
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should be to within an accuracy of + 50 feet. Longitude and Latitude should

|
|
|
| (altitude, longitude, latitude). This representation will be used. Altitude
1
| be to within an accuracy of + 0.0l arc minutes.

| In 1995 the maximum aircraft altitude will still most likely be less

‘ than 60, 000 feet. Quantizing the altitude in steps of 50 feet yields 1200

‘ quantization levels. Each quantization level can be represented by a
binary sequence of length 11. Hence, an aircraft's altitude, to within an

accuracy of 50 feet, can be represented by a block of 11 binary digits.

The CONUS lies within the region bounded by 60° W. Longitude and
135° W. Longitude. An aircraft's longitude can be transmitted simply by
transmitting the difference between it and 60°. The range of the difference
will be 75°, Quantizing each degree of longitude into steps of 0.0l arc
minutes yields 4,5 x 105 quantization levels, Each quantization level can

be represented by a binary sequence of length 19. Hence, an aircraft's

longitude, to within an accuracy of 0. 01 minutes, can be represented by a

block of 19 digits.

bounded by 15° N Latitude and 60°

The CONUS lies within the region
N Latitude. An aircraft's latitude can be transmitted simply by transmit-
ting the difference between it and 15°, The range of the difference will be
45°, Quantizing each degree of latitude into steps of 0.0l minutes yields
2.7x 105 quantization levels. Each quantization level can be represented

by a binary sequence of length 19. Hence, an aircraft!'s latitude, to within

an accuracy of 0, 01 minutes, can be represented by 2 block of 19 digits.

Combining these computations the aircraft codeword structure is

now explicity described.

I. The first 10 digits are "1's" representing a synchronization
i prefix,
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2. The next block of 20 digits are the expansion to base 2
of the aircraft identification number.

3. The following block of 1l digits represents the aircraft
altitude to within an accuracy of 50 feet.

4. The next block of 19 digits represents the difference
between the aircraft's longitude and 60° to within an
accuracy of 0, 0l minutes,

5. The final block consists of 19 digits. It represents the

difference between the aircraft's latitude and 15° to within

an accuracy of 0.0l minutes.

The total codeword length is 79 digits. This compares favorably
with the situation in which time of arrival differences are transmitted.
In that case the aircraft codeword was 90 digits long. Of course, one may
argue that the aircraft codeword reduction on the downlink will be more
than balanced by the need to transmit satellite ephermeris data to the air-~
craft on the uplink. However, this is really not a fair comparison because
the ground control station has a tremendous amount of transmitter power

so the uplink transmission of satellite ephermeris data is no burden to it.

In addition to the codeword length reduction gained by transmitting
aircraft position, the aircraft has the advantage of having its own satellite

derived position estimate available for navigation.
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5 APPENDIX F

COMPUTER REQUIREM

In this Appendix an estimate will be made of the complexity of a com-

puter needed to perform on board satellite navigation. It is assumed that:

(1) Every K, seconds the aircraft computer receives the

times-of-arrival of ranging pulses from N synchronous
satellites,

(2) Every K., seconds the aircraft computer receives satel-
: lite ephemeris data (position and velocity) for N satellites,
as well as an accurate time of day.

The received data are then used to compute, (every K., seconds) an

estimate of the aircraft's position via hyperbolic ranging teihniques. This
estimate should be accurate to within several hundred feet. For the pur-
poses of this Appendix, Kl will be taken to be one, and KZ’ approximately one
hundred. N will be a minimum of four, and possibly as large as six, de-
pending on the density of the satellite configuration and the shape of the

receiver antenna pattern,

Specifically, the following parameters are of interest:

{1) The required sizes of the various storage registers, in bits;

(2) The number of airthmetic operations {adds, multiplications,
and divides) required for each aircraft position estimate; and

(3} The memory requirements of the computer,
While it appears that by 1990 a special purpose computer would be most
suited to this task, the following analysis is intended to demonstrate that
the computing load may be easily handled by any 4096 word, 16 bit mini-

computer currently available.
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F.1 Derivation of the Estimation Equations

It is convenient at this point to introduce the following notation:

p(t) = actual position of aircraift at time t.

/ﬁ {t} = estimated position of aircraft at time t.

p*{t) = predicted position of aircraft at time t based on
plu), u=t-K, t-K+1I, ... t-1

s.l(t) = actual position of satellite i at time t.

fs_,l(t) = estimated position of satellite i at time t.

\_ri(t) = actual velocity of satellite i at time t.

"?r.(t) = estimated velocity of satellite i at time t,

)

T(t} = wvector of times-of-arrival of satellite ranging pulses
at aircraft during the time interwval (t-1,t).

i(t) = measured value of T(t).

.y
All of the above, with the exception of 7(t) and 7(t), are vector elements of
a three~dimensional, geocentric, inertial rectangular coordinate system.

1(t} and E(t) are N-vectors, where N is the number of satellites.

The times of transmission of the ranging pulses from the N satellites
are such that during each one second interval the N pulses arrive at the
aircraft in sequential order (1,2, ... N) with no interference between adjacent

pulses. If N equals four, then one can arrange to have all the pulses arrive

L

—~ A S

=1
e LuCaLlull

in their correct order within a 32 msec interval, regardless of
of the aircraft over the continental U.S5. On the other hand, if N is larger
than four, then the size of the interval increases proportionally. Since

an aircraft moves at moderate speed, its displacement during 32 msec is
significantly less than the acceptable error in estimating its position; and,

as a result, the aircraft can be considered to be motionless during the reception
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of each set of N pulses. If satellite "' transmits at time t - 61, where t

is the time-of-arrival of the last of the N pulses, then

ls, (t - &) - p(Oli=c [, (8 - (¢ - 8]

(t) is

[

he i'th component of li(t)'

The above equation can be put in a more compact form by defining the

N-vector valued function £ (p, t) whose i'th component is
£ (p, t) = llsj(t -3y -p@ll, i=12,...N
It now follows that
f(p, )% c1(t)+cd -ct]l

where _§_ is an N-vector with components 61, .. 6N and 1 is an N-vector, each
‘ of whose component is 1. If the exact times of pulse transmissions,t - 6.1,

| were known and were compared with the times of arrival Ti(t)’ one could

use this last equation to determine p(t}. However, as the aircraft does

not have a precision clock (with accuracy of a few parts in 109), time
differences are employed by operating on both sides of this equation with

the (N-1) by N matrix H:

1 -1 0...0

0 1-10..0

0 0...01 -1
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Noting that
H1l-=20
it follows that
H f(p, t} = cHI(t) + cHY

The {N-1) - vector HT (t) has as components differences of times-of-arrival,

’ri(t) - "ri+l(t), which may be accurately measured to within a few nanoseconds

by a clock with accuracy of a few parts in 10°. Also, the vector Hdhas as com-~
ponents the inter-transmission times & - 0, +1 which may be assumed to
1 ¥ -

be known on the aircraft, as they are fixed constants.

One may now use the measured differences of pulse times-of-arrival
A
HT (t} to determine the estimated aircraft position_fé(t). That is, ﬁ (t) is

defined as that vector which minimizes the quantity

b4
o

MEES 2

P Y . VIR i rr
IELEM, © - cHT

4
4

1

g}

I
lor

If i(_ﬁ(t), t) is linearized about the predicted position p*(t) as follows!

£(p8), t) = £(pX(t), t) + F (B(t) - p*(t)

£ oen 2 I
I MINimizing

A 2
IHE (B(t) - p*(t) - < HT(t) - c Hb + HE (p¥(t), 1)

In the above, F is the matrix of partial derivatives of f (p*, t) with respect

to the components of;e*:
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E _ aflp*, t
ap*

The above quantity is minimized by requiring that™

(E'H'HE) (p(t) - pH(t) = E'H'cHT(t) + cHE - Hi(p*(1), 1))
(F-1)

where the prime,
I~ F

" 11 denotes matrix transposition. By straightforward

differentiation one can easily show that

where u, is the unit 3-vector pointing from p¥*(t) to §i(t - 6i). It should be
noted that F is a function of both the predicted aircraft position p*{t)

and the position of the i'th satellite at the time it sends its pulse., However,
as the aircraft has only an estimate _’g\i(t - 6.1) of this position, the estimate

is used in the construction of F.

S Y

*One should compare Eq. (F-1) with Egs. {I-7), (-9}, and (I-10) of
Appendix I. The slight difference between the estimates described in
this Appendix and in Appendix I is a result of modeling the errors in
T differently, In Appendix I the components of T - T are assumed i
uncorrelated here, the components of H (T - 1} are assumed uncorrelated.

A true statistical model for all the measurement errors (timing errors,
satellite tracking errors, and errors due to atmospheric refractions)
should be developed in order to determine the optimal aircraft position
estimation equations. Such a study should be included in any second order
attempt at improving the performance of the avionics computer.
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The computational steps involved in producing the estimate_ﬁ(t) may

now be listed as:

(1) Computation of p*(t) from P(t - 1), B(t - 2),...5(t - K).

(2) Computation of the estimated satellite positions ﬁi(t - 61)’
i=1, 2, ...N.

{3) Computation of the components of f{p¥*(t}, t):
A ’
fi(_E*(t)s t) = “E:I.(t - 6'1) 'E"‘(t)”

(4} Computation of the unit vectors u.:

1 ' ‘ .
3% E sy cmr ) Ty )

and matrix H F.

(5) Solving for the difference between p(t) and p¥(t):

(FETH'HFE) (3(t) - p(t)) = E'H' (cHT(t) + cHS - HE(p*(1), t))
and thus the estimate :\E(t)'

(6) Expressing ﬁ{t) in a geocentric, rotating, spherical coordinate
system, i.e. in terms of latitude, longitude, and altitude.

F.2 Computation of p*(t)

The predicted position p¥(t) depends to some extent on the model that
one chooses to use for the aircraft flight dynamics. If the previous estimates
_AE(t - K, i(t ~-K4+ ), ... ﬁ(t - 1) are available, then one can fit a (K - 1)'th |
order polynomial to these points and extend this polynomial one second in

time to obtain p*{t). For the special case where K equals three, this

i

ounts to assuming that the aircraft acceleration changes vary little from

m

4

t - 3 to t; when K equals two, the assumption is that the aircraft velocity

is roughly constant from t ~ 2 to t.
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If this constant velocity assumption is used, then the predicted

positiong*(t) has a particularly simple form:
A
pHt) =2B(t-1 -plt-2) (F-2)

One can bound the error that results from this prediction under the assump-
tion thatin(t - 1) and:}_)_(t - 2) are good estimates by noting that it is reasonable
to assume that the aircraft acceleration is bounded in magnitude by approxi-=
mately one g = 32 ft./secz. If the aircraft undergoes this maximum accel-
eration over the interval (t - 2, t), then it is easy to see that the predicted
position p*(t) given by Eq. (F-2) will be off by at most 32 feet, a perfectly
acceptabTe error, Errors in the estimates _ﬁ(t - 1) and ﬁ(t - 2) add to

the error in p*(t), but such errors would be present in other prediction

schemes,

1 1 L4

One should note that E q, (¥ -2) gives a good prediction of p(t) because
the time interval between new positional estimates is only one second. If,
on the other hand, position estimates were to be made only every ten
seconds, then the error in p*(t) due to acceleration could be as large as

3200 feet,

The computation requirements for Eq. (F-2) are very simple: All

£ N 1A

that is necessary is to perform 3 shifts and 3 adds.

F.3 Updating the Estimated Satellite Positions s.l(t - 8)
1

The position and velocity vectors for each satellite satisfy the

following set of differential equations:

)

-
[

LAY VIR Y
s(t) = x

2 3
v(t) = '(“%TE) Hgﬁs- &(t) (F -3}
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where R is the radius of a synchronous circular orbit (about 26, 000 miles)

and T =1 day = 86,400 seconds. The solution for g(t} traces out an ellipse

If one defines the x axis of the coordinate system to be coincident with
the major axis of this ellipse, and the z axis to be perpendicular to the plane

of the ellipse, then the solution to Eq. (F-3) is

,Sx(t). scos m(t) - e
s (t) = sy(t) = R V[ _ 2 sinm (t))
sz(t) 0

_sin m(t) \
'Vx(t) \ / I - e cos m{ en{t)

2wR
v {t) = [ v_(t) =
N -
v (0 T )

cos 0{t)
1 - e cosm(t)

0

In the above, e is the eccentricity of the orbit (between 0 and.4 for most

synchronous navigation satellites) and ©(t) is the eccentric anomaly, which

satisfies the following equation

v(t) - e sinw (t) = 2“ {t -t ) (F-4)

(tP is the time of passage through the perigee).

—
]
=+
¢
=
3
[}
]
s
W
J

ore general rectangular coordinate system, the
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cos m(t) ~ e

s() = RP V1 - &2 sin o{t)

N
v

sin n(t) (¥-5)
1 - e cos ©(t)

T —_—
\/jl—hez cos o (t)

1 - e cos w (t)
0

where P is a suitable orthogonal matrix, i.e. B'R =1L representing a

rotation of coordinates. The angle®(t) again satisfies Eq. (F-4).

As explained in the introduction, the aircraft computer must be able
to compute the satellite positions at one second intervals over periods of
time egual to about 100 seconds, at which point new, correct satellite
hemeris data are received. Equations (F-4) and (F-5) could be used to
compute these positions; a simple calculation reveals that the accuracy
of the aircraft clock is sufficient to track the satellite positions for 100
seconds with an error of only a few feet.* However, implementation of
Eqgs. (F-4) and (F-5) involves the calculation of sines and cosines, which are
costly in computer time, Therefore, it is desirable to find a simpler
method of updating the satellite positions, possibly at the expense of less

accuracy.

The acceptable error in the estimates of satellite positions may be
determined as follows. Recall that_ﬁ(t) is determined via Eq. (F-1).
The {irst order errors in_f)_(t) result from errors inE(t) and errors in
the
the

1 (p*(t), t). Errors in the latter result from the fact that, whereas

V. fL

correct value of fi(E* {t), t) is iis

computations is Ilgl (t.l - 5.) '_E"‘(t)H . Writing

the value used i

o]

*This method of satellite tracking is discussed in Section F. 9.
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it

”_S_i (t-8,) - i (t)" i (-0 - p(t) + Ei (t-6;)-s.(t- 51)"

-~ [ N * oo YA o
s, €&~ 8,0 - PO+ 85 (5, (t-06) - 5.(t-23))

where u, is the unit vector pointing from p¥*(t) to =R (t -5 ), it is seen that

satelllte tracking errors introduce errors 1n_E(t) through the term

t

u (3, (t-8) -5, (t-5)

Errors in ?.1 (t) are on the order of 50 nsec. Thus acceptable tracking

errors are those where
' RA _ - -
I_gi (5, (t - 8) -5, (t-O))f < 50 feet

That is, satellite tracking errors in the direction OfE‘i should be less than

50 feet, while errors perpendicular to u, can be considerably larger. *

One simple method of updating the satellite positions is to numerically
solve the differential equations (F-3). A third order numerical solution giving

errors less than 10-10 per update is

2
R L
El(t-61+1):(1 “T—ﬂl'—3)5(t—6)
va-bent R g0 |
s T - i) ) it - 8) (F-6)
S sl @12 R’ Site-s)vit-e) N
v (tD= &) u_(t-é)” \“" EEEXNE -1 Ele- 8y

3
1 2w, 2 R A
+ (1 -5 =) . ) v. (t-3.)
2 - M- .
x T “_S_l (t 61)”3 i i
s
For satellite constellations with a geometric dilution of about 10db,
satellite tracking errors should be kept to about 5 to 10 feet.
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3

An error of 10—10 at synchronous altitude corresponds to about.. 02 feet.

However, to exptess a number accurately to within 10-10 requires about
33 bits. Thus, if 30 bit registers were to be used in performing the above
calculations, one would expect that, after 100 iterations, roundoffs in the

calculations would produce much larger errors than would inaccuracies in
Eg, {F-6). Recaus

[
fte

it ig de:

pets
(IJ

irable to perform the calculations with registers

of 30 bits or less, it is now meaningful to attempt to simplify Eq. (F-6).

If the assumption is made that {|g (t))] changes very little over a 100
second interval, then Eqs. (F-3) can be approximated over the interval
(tl- & t1+€) as

2w = 3

. 3
_"'\:(t) = - ('2'_;)2 “E(f;” E (t) (F~-7)

These equations are now linear and may be solved exactly:

where

;ﬁ 3/2
"o~ T lzt)
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Now suppose that it is desired to estimate the position of satellite i
at times t_ - 61, t,o=o+L Lot - 6, + 100, A ground based computer
calculates the actual satellite position and velocity at time t_ - 6i + 50 using

Eqs. (F-4) and (F-5) and the constant

(

e

R 3/2
Heg {1+ _ & 4 Il)
14 Yo 7 %1 I

&

It then transmits to the aircraft the constants cos Wo’ Wl sin W and
o sin w_» as well as the estimated position and velocify at time to - 61

defined as

' L1
fsli (1:O - Bi) = cos (b0 WO) 55 (to - 6.1 + 50) -W~—; sin (50 WO) v, (to- 6:1 + 50)
A ’ .
v, (to - 61) = w_ sin (50 WO) EN (to - 61 + 50) + cos (50 wo) Xi(to - 5i+ 50)

The aircraft computer then updates these estimates at one second intervals

according to the rule

[ad _ ~ 1 . A _
5; (t-4,+ 1) = cosw_ 5. (t - .6:1) + W——O sinw v, (t - 8;)
(F -8}
~ _ . ~ A }
v, {t - 5.t 1) = -w_ sinw_ _S_i(t - 51) t cosw_ ¥, (t 81)

At time t_ - 6.1 + 50 the estimates will be identical to the actual position
and velocity, except for errors due to roundoffs in the calculations. At
time t_ - 6i + 100 new constants and estimates of the satellite position and

velocity are transmitted to the aircraft from the ground.

It has been verified that, for orbits of eccentricity .4 and less, the
error due to the approximations of Eq. (F-8) is less than 5 feet over a 100
second interval, if the tracking is done as described in the preceding

paragraph. Thus, if the roundoff errors from 100 iterations introduce no

Fal
RIS R | PR ~ I+ 03 3 i
more than 45 feet of error, it is clear that the error in s (t) will be bounded
1
by 50 feet.
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To estimate the roundoff error produced by 100 iterations, let each of
the three position coordinates and three velocity coordinates per gatellite
For a synchronous

1 -~
be represente

velocity can be bounded by
B (th < 2 x 10%5cet

llv @) < 2 x 10*eet/sec (F-9)

Since a number can be represented by 29 magnitude bits with a relative error
less than 2-30 = 10-9, the satellite positidn coordinates can be represented

to within , 2 feet, and the velocity coordinates, to within 2 x 10”5 feet/sec:

As = .2

-5 (F-10)
2 x10

Av

From Eq. (F-8) it is seen that the dynamics of each coordinate of 5.1
(and §i) are uncoupled, so that each coordinate can be updated independently
of the others. Consider one coordinate and define the 2-vector x(t) to have as
elements the position and velocity for this coordinate. Then, Eq. (F-8)

implies that

(t+1) = ¢ x (1)

where ¢ is the following 2 by 2 matrix

/cos w

VVO
o = )
=W  Sin w Cos W
Q o) o
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Due to roundoff and truncation errors the aircraft computer generates a
sequence of vectors _%(to), g(to +1), ... _:E(to + 1), ... _:’f:_(to + 100) according

to the equations '

(F-11)

The vector £(t } is the truncation error in the initial condition x(t ) n(t)

is the error resulting from rounding <I> 2 x(t) to 30 bits.

The sizes of the elements of E, _e:_(to), and n{t) may be bounded as
follows. From Eq. (F-10)

eyt )< L2 feet F13)

-5
|€z(t0)l< 2x107° feet/sec

If the additions involved in computing & x (t) are performed prior to rounding

the elements of this vector, then it is clear that

1, (t}|< .2 feet

|n2(t)l< 2 x107° feet/sec (F-14)
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The elements §;, 8,5, and %,, are all approximately of unit value; thus the

roundoif errors € eIZ’ satisfy

!ell ,< 1077
|€22|< 1077

The element % has an approximate value of -Wi which has a maximum ab-
solute value (at the perigee of an orbit of eccentricity . 4) of 2.5 x 10—8.

Thus the error e, may be bounded as

1621] < 2.5x1077 (F-16)

Having bounded these error terms, the error in x(tO + 100} may be
bounded by solving Eq. (F-11):

x (t_+100) = _@100 (5 (1) + et ) + S %

g100

Since the true value of x(t_ + 100) is x(t ), the error in Q;_(to +100) is

E(to + 100) = (§100 - _c_pfOO) i(to) + §100 g(to)
99 . a
Y @ n( +99-1)
i=0

Now using Eq, (F-12), and ignoring terms that are second order in the errors,

it follows that
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99 i 99 -i AlOO
E(to+100) = .(Z QEQ )i‘.(to)*' L4 E(to)

+ Z e n_ (t + 99 -1i)
Ef may be approximated with very little error as
. 1. .
. cosiw ~—— siniw 1 i
i o w o ~
o L o =
- ( ] i 1 ) ( 2- )
-W_ Sin i W _ cos iw. -w_ i 1
(o} L8] (8] G !

Thus the positional error due to roundoff at time to + 100 may be bounded by

|6:1 (1:D + 100)'4. {100 |elll y 100 99 2 99 le21| + WD'2 -———-—1002: 29 'elzl +
2 100°99-98 . o
Yo | 6 ‘ lezzl) le (to)‘
] . . 98 00 99
+ (1.,9.9_2__9_9_ [elll 4 100 99- 98 (?9 2 [e21| + 100 |e12|+--—-—-—-—-—1 5 ‘ezzl) lxz(toj

+fe) (t0)| + 100 lez(to)l

77
+ X [l g+ 99 -0
i=0

+i ’mz (t + 99 - i)”

Now usihg g
w l< 2.5x10

8
Ix, (t )] <2 %10
|71 0%

4
|3, (¢,)] <2 x10
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with Eqs. (F=-13), (F-14), (F-15), and (F-16} it follows that
[61 (to + 100)| < 41 feet

It is clear that this bound is quite conservative since many of the
roundoff errors will tend to cancel rather than accumulate, However, the
bound of 41 feet is the worst case, and, added to the previous error of

5 feet due to using Egs. (F-7), it is within the desired maximum of 50 feet.

The computer requirements for updating the satellite positions may
be summarized as follows. Each satellite needs six 30 bit registers for

position and velocity as well as three 30 bit registers for the matrix elements

‘mll = CPZ,Z. = cos vvD
1 .
0 = sin w
12w o
o
le S wo sin Wo

used in updating the positions and velocities; this totals to forty-five bit
i

£omae £ m = T £ _OY A s
LOL 1LIVE bd Y. § g} a4l o

Ui

register
12 multiplications and 6 adds per satellite; for five satellites this totals to:

60 multiplications and 30 adds.™

“A realization of Eq. (F-7) that is computationally more efficient than
Eq. (F-8) is

0 1

f+ 4 1 = ( \x {t) f

WL vy \ juinii R
-1 2 Ccos W
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For appropriate initial conditions, x (t) tracks one of the coordinates of
s (t). However, in spite of the computational efficiency, the roundoff
errors due to 100 iterations of the above can be considerably greater
than 50 feet. A possible subject of future work is the determination of
a realization that is simultaneously efficient and accurate,
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F.4 Computing the Distances “El (t - 6i) - p* (t)"

The components of the vector f (p* (t), t) are defined as

£LRW 0 = 5 -0 - P

[ -0 -2 00’ g - 8 - 2F )2

These numbers can be easily computed via a Newton-Raphson iteration to

the square root; i. e. for

the sequence {xk} converges tO\/;, for any nonzero initial guess x_. In

fact, if X is related to \fa as

xk = (1+ G.‘.)\/a-l

then it follows that

2

- i _&
a1 - Wy ) VR

With respect to the computation of fi(f*(t)’ t}), there are two cases to

consider: that case where the computation of fi (p*(t -1}, t - 1} has been

performed one second in the past, and the case where fi (p*(t-1), t - 1) has

not been computed. The latter case arises at the beginning of a flight and

whenever the tracking of a new satellite is initiated.

able initial guessof f, (R*(t)" t) is

26,000 miles = 1.37 x 108 feet
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The error in this initial guess may be bounded by considering.an orbit of

maximum eccentricity .4, in which case

-.36< e < 124

For such initial errors, a maximum of five iterations is needed to reduce

the error to less than 10-9. The computation re qu"re‘ nents are: 3 mul
plications and 5 adds to determlne”s (t - 6) - p¥ (t)“ , then 5 multiplica-
tions, 5 adds, and 5 divides to converge to“s (t - 6) - "‘(t)” This totals

to: 8 multiplications, 10 adds, and 5 divides per satellite.

if f. (p*(t - 1), t - 1) has been previously computed, then this value
may be used as the initial guess. Since the satellite velocity is bounded
by 2 x 10 feet/sec, and the aircraft velocity, by lO feet/sec, it follows

that the error in this initial guess.may be bounded by

lej< 3.5 x10°%

For this initial error two iterations are required to reduce the error to
below 10 7. Thus the total number of computations in this case for five

satellites totals to: 25 multiplications, 35 adds, and 10 divides per satellite,

F.5 Computation of the Vectors u. and the Matrix H F

As the vectors (s (t - 6) - p*(t)) have been computed prev1ously, the
calculation of u. merely involves dividing each component of (s (t - 61) - #(t))
by “gi (t - 6i) - p_*{t)“ , hence three divides per satellite. Computation of
each row of H F requires 3 adds. Since HFE has (N - 1) rows, where N is
the number of satellites, this phase of the computation has the following

requirements for five satellites: 15 divides and i2 adds.
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F.6 Solving for s(t) in the Rectangular Coordinate System

The most efficient method of solvihg
(F'H'HE) (p(t) - p¥t) = E'H' (cHT (1) + cHB- HI(pX®) 1)

for p(t} - p*(t) is to use the Gaussian elimination method. The initial phase
B of this method involves computing the elements of the array (E'H'HF) and
the elements of the vector F'H'(cHT(t) + cH & - Hf {p*(t), t})). Since
FTOITTI LT TG . - e o M 2 sy

TT Ty 2o o o el Ticr 2 ot Aty aiwr ala
{(F'H'HF)} is a symmetric 3 by 3 matrix, only six ele

A vy
need be computed,

each by computing the scalar product of two (N - 1)-vectors. For five satel-

lites this requires: 24 multiplications and 18 adds.

The components of the vector ¢ H d are stored as constants in the
computer; and the vector ﬂﬁ(t) is an input to the computer. Therefore, the
computation of each element of the (N-1)-vector (cH'?(t) + cH & - Hf (p*(t), t))
requires | multiplication and 3 adds; this totals to 4 multiplications and 12
additions for five satellites. Multiplication of this (N-1)-vector by the 3
! by (N-1) matrix F'H' requires 3(N-1) multiplications and 3(N-2) adds; for

five satellites this is 12 multiplication and 9 adds.

Thus, for five satellites, the initial phase of the Gaussian elimination

requires a total of 40 multiplications and 39 adds,

Having performed the intial phase of solving for_f:a\_(t) - p*{t), the
Gaussian elimination algorithm may now be used. However, some care

must be taken to avoid divide overflows while still maintaining accuracy by

representing each number with as many bits as possible. For simplicity of

notation define

A=FHHF
b = F'H' (cHT(t) + cHS -Hffp (t), t))
x=8@®m-p @
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Thus, the problem is to find the solution x to A x = b.

The first step in the Gaussian elimination involves finding the largest
diagonal element of A. If this element is not a1 the rows and columns of
A, b, and x are permuted so that an becomes the largest diagonal element.

Now the array (A:b) is premultiplied by the matrix —Pi:

1 0 0
a
B T 0
d
= 1
| By !
a
_ 31 0 1
. a1
i
to obtain
1
(L 3 %)
A I
Po(ak) = \0 A b

1___._

! . . . “
; where al is the first row of A, The diagonal elements of A are searched,

1

and the rows and columns of __@L__, ‘_a_i, I)_, and x are permuted so that aq is

the larger. P, (A:b) is now premultiplied by BP,:
4L T ) [+

1 0 0
|
= = 0 1 4]
3
o -x=L
11
to obtain
1
2] by
. _ " A
| O A~
0 a b
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The solution x is now found as
e =2
3 a
_ 1 A A

< =, Bt

11

1 (b, - a,,x, ~a %)
xl_an 1~ #2%2 7 13 73

The matrix A is symmetric; since H ¥ may be assumed to have rank

equal to three, A is also positive definite, It thus follows that for 1 €i<3

and 1 £j <3

< tr (A)

[aijl T omgx ag

where tr( * )} is the trace operation., Also,

tr(é,) = {r (E!,I;PEE) = tr (EE F'H')
4
"2 s ui
i=1 !
2 9
= 4 E Sinz (.._];I.._21+—1)
i=1
where 8. . . is the angle between the unit vectors u, and u., . {In the above
i, i+l -1 =i+l

it is assumed that there are five satellites). A conservative bound for each

a.. is thus
1]

ia’ijl < 16

198



From the above inequality, it is clear that all the elements of A may

be stored in 30-bit registers with the following format:

Isign bit 4 integer bits ! | 25 fractlon b1ts :

The error in these numbers is thus bounded by

e = 27%% % 15x107°
a
N
The matrix A is given by
2
N i s V-
22 ay 23 ay
N
A=
a . 5
12 213 . 13
a - a -
23 an 33 ap

A

A can be easily shown to be positive definite, Thus, since as, and a,5 are
A

both less than all’ all the elements of A are bounded by app and thus by 16.

Similarly"é is bounded by 16. Therefore the Gaussian elimination produces

no left overflows in the elements of A.

The vector x represents the difference between p¥*(t) and S(t). The
length of x thus depends on the error in the predictionﬁ*(t) {which, in turn,

depends on the errors in the estimates p(t - 1) and p(t - 2)) and errors in '

fl'_(t) and R (t - 61), i=1, 2, 3, 4, 5. Assuming that there are no gross errors,

|| .x]| may be bounded a priori as

lixt < 103 feet
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From the above bound, and the relation A x = b, b may be bounded

as .
o] < A . 10°
- max

where }‘max is the largest eigenvalue of A, Since A is positive definite,

A < tr (A) < 16
max =

and so a conservative bound for”b“ is

”h“ < 1.6 x10%

A
In the Gaussian elimination the vector b is given by

a;, b1
by - a
~ 11
b =
\p. . 1
3 an
%12 13
and since P and T are both bounded in absolute value by unity, it
follows that" u
.
[B;] < 3.2 x 10%
by similar reasoning,
4

IBl< 6.4 x10
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Thus, a format for the elements of b that assures no left overflows is

[P

sign bit 16 integer bits 13 fraction bij:_g___m,_‘

The errors in these numbers are bounded by

An analysis of the error in the solution x reveals that the predomina-
ting sources are the truncation errors in the elements of A and b; roundoff
errors in the computations contribute only slightly. Thus, if x is the re-

sult of the Gaussian elimination,

where E represent truncation errors in A, and e, truncation errors in b.

Writing this as

! . AL
: to first order x is
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Thus the solution error|ix - 2" may be approximately bounded as

lATEx + AT e

Ix - %

A ~1 -1
Ix - % <IATE x|+ AT ¢

= - & g%“ Gxi e, +y3 e
min

where A . is the smallest eigenvalue of A,
min ==

The determinant of A depends on the satellite configuration; a con-

servative lower bound is

det (A} > 5 x 107 %

The product of the eigenvalues of A equals det (A), and since the sum of the

eigenvalues is the trace and thus less than 16, Amin can be bounded as

5 x 10-4
A >
min 88
A . > B8x :10'6
min

The error |lx - ;';\i“may thus be bounded as

3 -8 -5
3 x10° x1.5x10 +1.7x6x10

e By < %
8 x 10
Ix - &l < 20 feet
— —h
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. . . . A .
This is the error resulting from a worst case; in most cases |Ix - x| will

be only a few feet.

The computational requirements for the Gaussian elimination solution
of_ﬁ_(t) - p¥(t) are: 10 multiplications, 6 divides, and 10 adds. Adding
?)(t) - p*(t) to p*(t) requires 3 adds. Thus the total computation requirements

for determining fi(t) are: 50 multiplications, 52 adds, and 6 divides.

F.7 Conversion of f)\thto Latitude, Longitude, and Altitude

A P
The final stage in the computation is to convert p(t) to a position in
a rotating spherical coordinate system, The latitude /)t(t), longitude

?(t), and radius ?(t), are related to_/'é(t) by

5x(t) = ?(t) cos /?:(t) cos (Q (t) - _Z%t_)
P (1) = *1:(1:) Cosf?\\(t) sin (Y (t) _ﬂ)
y T

51 = (1) sin (0

N ~
Thus, A(t), Y(t), and ?(t) are determined by the equations

Yo =NpZ @+ 32w + 5
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N
To expregs the aircraft position to within 50 feét in terms of N
A
and Y, it is.sufficient for the accuracy of/} to be 25 feet, and the accuracies

of land Yto be 4 x 10 -3 minutes of arc, Therefore, 30 bits are rmore than

sufficient for each of these gquantities. The on-board clock has an-accuracy
. 6 . . : .

of two parts in 10 ; thus, over .a 100 second interval of time, the quantity

21t e -5 .

- can be computed to within 5 % 10 ~ minutes of arc. (Recall that the

real-time aircraft clock is reset at 100-second intervals). This accuracy

is certainly more than adeguate,

The square root computation for 2 (t) can be performed via the Newton-
Raphson method. Since T (t) differs.from "%’(t-l} by at most 10-3 feet, or a
factor: of about 5 x 10-5, one iteration of the Newton-Raphson method is
sufficient to get accuracy of 2.5 x 10~ 2 feet. Thus T (t) may be computed
as

. Y e-1) +i e
AL 28 (-1

This computation requires 4 multiplications;..3 adds, and 1 divide,

veamredt
e
The value of : J T pz at time t differs from its value at time
1 by at most 10 feet, If it is' assumed that the aircraft remains south

~ : _
of 60° North latitude, the smallest that in (t -1 + ﬁz (t - 1) can be
is 2,000 miles, or about 107 feet. Then ‘} 52 + p2 changes by at

most a factor of 10-4 in one second. Therefore, if ‘/ (t) + p (t)

is computed as

‘ Z
P_(t-1)+p (1) + p. (1) + P_ (t)
VEE = x Y Y
- ¥ 2 Vp_(t-1) + 'Y(t-l)
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then the accuraqgy of 10-l feet is attained, This computation requires 1 multi-
plication, 1 add, and 1l divide since pi (£) + pi (t) is computed during the

computation of r(t).

The inverse sines in the expressions for A(t) and Y(t) could be evaluated
via a series. However, the following table look-up method is faster. A

table (read-only memory) of 364 entries contains the numbers

), k= 0,1, 2,... 363

Each of these numbers is specified by 22 bits, to give an accuracy of 5 x 10-4
minutes of arc. To compute the inverse sine of x where 0<x< \/2/2, let n
be the integer part of x * 29, and let d be the fraction part of x - 29. Then

. . . -3 . .
the inverse since of x, to within 4 x 10 minutes, is

. =1 o~
= & A -
sin ~ (x) a, + (an+ 1 an)

-

Ii \(2/2 <x <1, one first computes 1 - x2 and uses
. -1 o . =1 2
sin ~ (x) = 90 -sin “( 1-x7)

The inverse sine of 1 - xz is computed via the avove table look up. Com-
putation of 1 - XZ can be done via Newton-Raphson. A maximum of five
iterations is required if \‘ Zzn(l - xz) is found, where .25 <22n (1 - xz) <],

and if Zzn(l - xz) is used as a starting point. Thenl - xz is found as i

- f 2

4]
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Using this table look-up method, sin-l(x) may be found with only 2 adds
and 1 multiplication, if 0 <x <\[ZT/2. An additional 6 multiplication, 7 adds,
and 5 divides are needed if \]-;/2 <x <1, This averages to 6 adds, 3 divides,
and 4 multiplications. Some additional logic is also required to determine

the correct branch of the inverse sine,

In summary, calculation of 2 requires 4 multiplications, 3 adds, and
1 divide; to find the altitude one additional add is used. Calculation of?xre—
quires a divide and an inverse sine; thus 6 adds, 4 multiplications, and
4 divides. Computation of ‘?requires 6 multiplications, 8 adds, and 5 divides.
The total computation requirements are thus: 14 multiplications, 18 adds,

and 10 divides.

— -1 £ s s ma P G Y P
otal Computer Requirements

The total number of airthmetic operations required for each aircraft

position estimates is

149 multiplications
4] divisions
150 additions

Each of these operations involves 30-bit registers.

It is estimated that eighty~six 30-bit registers of read-write memory
are required. In addition, a read-only memory consisting of three hundred
and sixty-four 22-bit registers forms the table for computing inverse sines.
If one allows five non-computation instructims(e. g., shifts, stores, loads,
etc,) per computational instruction, then the total program length can be

conservatively estimated at 2100 instructions.

One can expect that by 1990 the cost of such a computer, designed
as a special purpose computer and produced in quantities of 105, will be
insignificant compared with the costs of the aircraft receiver and display

system.
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However, the computational load is also well within the capacity
of a 1971 minicomputer costing only several thousand dollars. For example,
it is estimated that a 16-bit, 4096 word Nova computer with a memory cycle
time of 2, 6u sec can easily perform the necessary calculations {using double
precision arithmetic) in 10 to 20 msec. Thus, if a Nova computer were to
be used for the navigation calculations, it would be free for other calculations

98% of the time.

F.9 Improved Satellite Tracking

An aircraft computer designed according to the preceding sections
should provide sufficiently accurate estimates of the aircraft position,
particularly if a satellite constellation with low geometric dilution is
used. However, errors in estimating the satellite positions produce errors
in the aircraft position estimate; moreover, these satellite tracking
errors are amplified by the geometric dilution. Thus, if the geometric
dilution is 10, the possible satellite tracking errors of 46 feet (as deter-
mined in Section F. 3) could produce aircraft position errors of 460 feet,

Such an error could be unacceptable.

Satellite tracking errors can be reduced in a number of ways. If the
satellite positions are updated recursively as in Section F. 3 then the total

error after K, iterations can be bounded by

2
-(b -~ 30
05K, +2 ( )(o4K2+.5) feet
where b is the number of bits used in the computations, Thus it is seen that if
K, = 50
b = 33
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then the satellite tracking error will be bounded by about five feet. Of
course, this implies that correct satellite ephermeris data are received

every 50 seconds.

A second method of reducing the satellite tracking errors is to
calculate the satellite positions using Eqs. (F-4) and (F-5). These cal-
culations involve computing sines and cosines to 30 - bit accuracy; thus
the implementation of these equations could be quite costly in terms of
computation time, However, it has been estimated in Section F. 8 that
only about 20 msec will be spent each second on the aircraft position
computations. Thus there should be ample time for tracking the satellites
using Eqs. (F-4) and (F-5). Note that if these computations were performed
just before the pulses arrive from the satellites, the aircraft position com-

putations could still be completed 20 msec after the last pulse arrival time.

The accuracy with which the satellites can be tracked using Egs. (F-4)

ith which time can be measured on the

1
VW Lwil ¥V ii L 11l 1 111

Al !
ana i

L3 211' ].
p(t) =
() 1 - e cos 9(t)
and so
7.27 x10°°
| oty | £ 1 (F-17)
- e

If the aircraft clock has an rms error of 2 parts in 106, the rms timing
error at the end of a 100 second interval is .2 msec, Thus, the rms error

in @(t) is exactly calculated by Eq, (F-4), is bounded by
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-8
o < 1,45 x 10 radians
m

s 1 -e (F-18)

To solve Eq. {(F-4), one would probably use the Newton-Raphson

technique. That is, the sequence x defined by

2w (t - t)
T

+ esinx -ex cos X
n n n

= (F-19)
n+ 1 1 - ecos X ' !

converges to (t). If the error in X is A radians, then the error in X 1

is less than 5 radians. If one lets

x =9 (t-1)

then, by Eq. (F=-17), the error in X is bounded by

Combining the above with Eq. (F-18), it follows that the rms error in the
calculated value of P(t) is bounded by

-3a
..8 -
AP = 1,45 x10 2.6 x10 radians
rms 1 - 2
e {1 - ¢)
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Only the satellite tracking errors in the radial direction introduce
errors in the estimated aircraft position. The rms error in the satellite

radius is bounded by

(Ar)rms <eR A

where R = 26000 miles = 1. 37 x 108 feet, Thus, when the orbit eccentricity
is less than or e/qual to .4, the satellite tracking errors in the radial direc-

tion are bounded by

(ag . 1.8 feet

Thus, a significant improvement in the accuracy of tracking the satellite

can be obtained at the expense of somewhat more time consuming calculations,

ta

To track each satellite using Egs. ( =5) woul
e

s
the following computations each second:

Calculation of one sine and one cosine

6 additions

11 multiplications

1 divide
These computational requireménts (for tracking five satellites) are about
the same as those listed at the end of Section F. 3, with the exception of the

sine and cosine calculations.
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APPENDIX G

REFLECTION MULTIPATH AND ANTENNA APERTURE SIZE FOR
AJR-TO-GROUND SYSTEM

G.1 Introduction

of an air to ground multilateration system. Reflections from the surface

of -the ground or sea, buildings, water towers, aircraft, and vehicles can
all be important, depending upon the site chosen for the ground based an-
tenna, We assume that the antenna sites are chosen so that reflections from
buildings, water towers, aircraft and vehicles are not a major problem.

L il -
This can be done by m

1g the antenna on a high tower, well above all
buildings, and away from areas where there are low flying aircraft.

With this type of siting the only reflections that one needs to consider are
reflections from the surface of the ground or the sea. These reflections

will dominate the multipath effect on the system.

If the ground is very rough a valid mathematical model of the multi-
path phenomenon must postulate a large number of individual scatterers,
The phase angles of the signals received from the different scatters will not
be the same but will vary. This is due to the differences in total path
lengths from the aircraft to each of the scatterers to the ground based an-
tenna, Thus, multipath signals received from very rough ground will add
incoherently rather than in phase. The resultant interference at the receiviing
antenna is called ""non-specular multipath. (In radar terminology this is
called clutter). This interference is similar in effect to background noise
at the receiver; however, it increases in proportion to the signal level. In
the air-to-ground system environment, non-specular multipath is not

expected to present much problem.

Multipath reflections from ground which is locally smooth at the point

of reflection can present a considerable interference problem. We shall

b
b
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consider in this Appendix the effect of multipath interference emanating
from a ground plane which is perfectly smooth around the point of reflection

and which has a reflection coefficient of unity.

The assumption of a smooth, perfectly reflecting ground plane,
although not generally valid, is a good approximation as we discuss below,
We are primarily concerned with aircraft which have low elevation angles,

% relative to the ground antenna because the multipath problem is not
particularly severe for aircraft at high angles, especially for the type of
ground antennas needed to combat multipath for aircraft at low angles.

A commonly accepted ""rule of thumb' regarding surface roughness is the
Raleigh criterion., Applied to the geometry considered here it implies

that if the average of the peak to valley variations in the surface, &, is less
than »/{8 sin¢) where Ais the wavelength, the reflected signal will be
approximately equal to that from a smooth surface. For ®= 0,5 degrees
considered later, § must be less than 12. 5A or roughly 10 feet which certainly
is true of the ground in many parts of the country. Thus,our assumption

of a smooth ground plane is reasonable. Regarding the second assumption,
unity reflection coefficient, it has been shown that for elevation angles of
less than 0,8 degrees sea water, dry earth, and wet earth all have reflection
coefficients greater than 0.8, This is even true when one takes into account
the spherical nature of the surface of the Earth, which must really be done
at transmission ranges of the order of 200 miles. (This is usually taken
into account by a parameter called the divergence factor,) Thus, the

assumption of unity reflection coefficient is reasonable.

G.2 Analysis

With the assumptions of a smooth surface, the signal received at the
ground antenna can be decomposed into two components: One coming
directly from the aircraft and the other, the specular component, reflected

from the ground, In the design of the air to ground system two parameters

212



are of primary interest: the amplitude of the reflected signal relative to
the direct signal and the time delay of the reflected signal relative to the
direct signal.* From geometry the relative time delay can be approximated

by

t___Z__l’_l_Si.nQO
D7 c

where h is the height of the antenna above the ground plane, ¢ is the speed
of light and it is assumed that the distance of the aircraft from the antenna
is much greater than h, For ©= 0.5 degrees, even for a 500 foot high
antenna tower tD is only 10-2LLeec. Thus with available bandwidths of 10 to
20 MHz, there is no possibility of discriminating against this reflection
multipath using sophisticated modulation techniques, Thus the full
amplitude of this multipath must be included as a propagation loss in the

link calculation as was done in Sections 2 and 4 of this report.

We now determine the amplitude of the reflected signal relative to
the direct signal as it appears at the output terminals of the antenna. The
results of a computer analysis¥¥* to determine the relative amplitude are
shown in the curves of Figs. G.l through G.4. These curves can be in-
terpreted as follows, The hyperbolic-like curves are lines of constant
altitude above the surface of the spherical earth obtained using the 4/3
earth approximation. Thus one can relate the elevation angle and range

of the aircraft to its altitude., The solid parabolic-like curve is basically

|

e - . - - 5 . N
The relative phase shift of the two signals is a thrid parameter that is not
of direct interest here., It can be obtained from the relative delay and the
phase angle of the reflection coefficient.

The results shown in Figs., G.1 through G.4 were obtained by H. Berger
of Lincoln Laboratery.
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ALTITUDE {kft) 14-4-13081 (1)

50

35-ft VERTICAL APERTURE
¢, = 0.93°

2
o
.
o
RANGE (nmi}
Fig. G.1. Antenna pattern for 35-foot vertical aperture

with a perfectly conducting ground plane reflector, ele-
vation angle of 0.93°,
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ALTITUDE (kft) 18-4-13094(¢)
50

35-f1 VERTICAL APERTURE
= {.28°

¢ ldeg)

RANGE (nmi )

Fig. G.2. Antenna pattern for 35-foot vertical aperture
with a perfectly conducting ground plane reflector, ele-
vation angle of 1.28°,
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20-ft VERTICAL APERTURE
¢, = 163°
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RANGE (nmi.)

Fig. G.3. Antenna pattern for 20-foot vertical aperture
with a perfectly conducting ground plane reflector, ele-
vation angle of 1.63°,
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A ALTITUDE ( kft) UB—'FHOS?(H
50 T
10
\\
40 NN 9-ft VERTICAL APERTURE
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- -
L
= & |-
G- -
4
2
o 100 700 i0G

Fig. G.4., Antenna pattern for 9-foot vertical aperture
with a perfectly conducting ground plane reflector, ele-
vation angle of 3°,
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the pattern of the a,ntenna* which one could measure if the ground plane did
not exist. ¥ Because the ground plane exists, the antenna pattern will
have maxima and minima. The width of the lobes thus formed will depend
upon h, the height of the antenna. The envelope of these lobes is, to first
order, independent of h, however, The dashed curves are the envelopes

of the maxima and minima.

G.3 Results

Fig. G.l shows an antenna with a vertical aperature of 35 feet and thus

a narrow elevation beamwidth,

As can be seen from Fig, G.1, the following two cases result in
the same size signal at the antenna output terminals,
i) An aircraft at 200 miles range and 9= 1° elevation, i.e. on
the peak of the antenna beam, when no ground plane is present.

ii) An aircraft at 100 miles range and 9= 0. 5° elevation when the
ground plane is present and h is chosen such that the deepest
part of a null occurs at ®= 0.5",

This implies that if a link calculation is done on the basis of an aircraft at
200 miles range on the peak of the beam, one must include a multipath
loss of 6db = 10 log 200

10 \ 100
craft at 200 miles range and ¢ = 0, 5° when they happen to fly into a null.

if one desgires to provide surveillance to air-

Fig, G. 2 indicates that the result is about the same for CDO = 1, 28°

where ¥ is the angle between the axis of the heam and the ground plane.
a2}

Figs. G.3 and G. 4 indicate that as the vertical aperture of the an-

tenna ig decreaged from 35 feet to 20 feet and 9 feet, the multipath loss

* . . .
The curve can be more precisely described as a line of constant power
density,

ek .
It should be noted that the antenna pattern used is not generic or

fundamental, but merely representative of a broad class of patterns.
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increases from 6 db to 10 db and 16db, respectively. Thus the desirability
of employing a large vertical aperture to create a narrow elevation beam-

width to keep multipath losses to a reasonable level is quite evident.
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APPENDIX H

SIGNAL DISADVANTAGE IN AIR-TO-GROUND MULTILATERATION
SYSTEM

In evaluating the performance of air-to-ground multilateration systems
an important parameter is the aircraft signal disadvantage. This is the

ratio, r, defined by

r = E(P) (H-1)

where P,. 1is the power received from an aircraft which is furthest from
the ground station and E(P) is the average (over the ensemble of all
transmission distances between aircraft and ground station) power received

from an aircraft.

In this appendix we shall evaluate this ratio, r, under the following
idealized assumption:

1. The earth is perfectly spherical.
2. The ground based antenna is located on the surface of
the earth.

3. The received power decreases as the square of the
distance between the aircraft and the ground hased
antenna.,

4. Aircraft are uniformly distributed within a spherical
cap of height h above the surface of the earth. The
boundaries of this cap are the spherical earth, a con-
centric sphere with a radius greater than the earth by
an amount h and a cone of half angle 8 with its vertex
at the earth's center. For convenienle it is assumed
that h is normalized so that it is measured in units of
the earth's radius.

Figure H.1 illustrates the geometric situation described by assump-

T wlm Aad o H a
The shaded area is a cross section o
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Fig. H.1. Geometry for power disadvantage calculation.
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the aircraft are distributed. The cross section is taken perpendicular

to the surface of the earth. ''d" is the distance of a typical aircraft from
bs

the ground station G. "d _

N imna

corresponds to the transmis

" is the maximum value attainable by d. This

w

ion range of the most disadvantaged aircraft.

In terms of the geometry of Figure H,1 we have

s BB L 2 g (—1 ) (H-2)
P, max 2
dis d

Utilizing Figure H.1 we have by the law of cosines

2 ‘
dmax = (1+h)” + 1-2(1+h) cos 90. (H-3)
Since the height of the spherical cap is very small relative to the earth's
radius, (i.e. h <1),(H-3) yields

2
d = 2(l-cos 8 ) (H-4)

Let "V" represent the volume of the airspace illustrated in Figure H. 1.

V is computed quite simply as

8 1+h 2
v=[° 2mp sin 8dpd8
O 1
2 3
vV o= S [(l+h) -1] [1—cos eo] (F-5)

Again using the assumption of small h relative to unity (H-5) yields

V= 21mh (l-cos eo)' (H-6)

“ng is measured in units of the earth's radius,
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Applying (H-4)} to {(H-6) results in

v = mhad? (H-7)
max :

E (}-——) can be computed using assumption 4.

dZ
Specifically,
1+h 8 2
1y o 270p sinf 1 _
E (dz) = [ [ = Z dedp (H-8)

Applying (H-8) to (H-2) results in

r = _II\J}&& Il IO 21p°~ (sin 90) ? dfdp (H-9)

By the law of cosines

dz = pz+l-—2pcose (H-10)

Applying (H-10) and (H-7) to (H-9) yields

I*h A
J’ Jeo DZ sin 6 d8d
1 0 p+1-cos?®

H
I

H
1
= L

1+h 2 -
le In (p +1 22p cos eo> a0 .
{(p-1)

The assumption of h small relative to unity is again introduced to give the

following approximation
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o +1-2pcos 8 ~ 2(1-cos B). | (H-12)

Applying (H-12) to (H-1l), integrating and utilizing the small h assumption

resulis in
drna,
r o~ 2 In|-2E) 41 (H-13)

which is a desired formula,

100 miles and h = 40, 000 feet, r = 8,45 db

For d
max

200 miles and h = 40,000 feet, v = 9.3 db

For d
max
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APPENDIX I

i EOMETRIC DILUTION WITH SATELLITE MULTILATERATION

EILLANCE SYSTEMS

Wl
i
2]
<

This Appendix consists of a derivation of expressions for the geometric
dilution of satellite multilateration surveillance systems. The analysis also
applies to satellite navigation systems. Results are first found for N satel-
lites; these results are then specialized to the case where the minimum

number of satellites is used, i.e., where N equals four.

In the satellite multilateration surx;'eillance system known as the air-
to-satellite-to-ground system the aircraft emits a signal which is received
by N satellites at the times tl’ 1:2, aee tN“ If the locations of the aircraft
and the N satellites are denoted, respectively, by the N+1 3-vectors p, 5,,5,,

cee Sy the following relation holds:

o

to= S ERisy e s LTS

In the above, t and 1 are N-vectors:

t

1t

(t‘l_, t'\g LI 4 1':‘|\1'_)l
A & N

1= (1, 1, ... 1)

1i

(the prime " ' " denotes transposition), ¢ is the speed of light, and f(-;*)

is the following N-vector valued function

1N Y T
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(” _}g” is the Euclidean norm of x). The N-vector & accounts for refractions
due to the atmosphere, and to is the time that the aircraft transmits its

signal.

The times of arrival of the signal at the satellites are measured with
resultant errors that may be denoted by the N-vector g,. Thus, the vector

of estimated times of arrival,’ﬁ_, is just

t=1t + &,

>

-1 ,
- 'Ei(E’E11°'-EN)+tO_1_+_€:.1+Ez

Unfortunately, the exact locations of the satellites are not known: rather
the position of satellite i is estimated to be S.. Since the error in this es-

timated position,/_éi - 85 is extremely small compared with ”§1 - E” , to a very

good approximation
1 =i =i

B 50 = - sih- w (- s

where W is the unit vector pointing from p to 55

.= 1 (s. - p)
- —_— =i
TR (1-1)
Denoting the vector E; as |
- o)
E3 - .E'Z (EZ - Ez)
ul'\T(élN- ERN
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. ~ oA ~
the relation between p, t, 515 .. Sy 18 seen to be

2
S

[=>

1
=z fp; Bt L te, - _}:_F

2 3

From the estimated satellite positions and times of arrival, an esti-
This estimate should be con-

The

mated aircraft positionfp is to be computed,
sistent with any known statistics of the quantities to’ & 5 and £q

model that is used for the aircraft transmission time, to, is that of a com-

pletely unknown parameter. The vectors ﬁz and £, can be reasonably modeled

as uncorrelated zero mean random vectors, each with uncorrelated components.
The vector £ which accounts for the refractive effects of the atmosphere,

has a deterministic part, £g° and a random part, €1 g the latter of which may
be modeled as a zero mean random vector, uncorrelated from &, and &,, with

uncorrelated components, Thus, according to this model,

=Ll isd, .. .8+t 1+¢ (1-2)
— c — =72 —N —ld _
where €= —e-lr + 5 - l-g € is a zero mean random vector with the covariance
matrix
2
P, = E[z £] = 0°1 (1-3)
Since t, is assumed to be completely unknown, it must be removed from

Egq. {I-2). This is accomplished by operating on Eq. (I-2) with any (N-1) by N

matrix H satisfying |

H!l = 0
-~ (I-4)
rank {H) = N-1

A
to obtain the vector _c_l;

227

oo



_ 1 ,
T a I_{i(_P’f_l""_N)+_IZIE1d+ﬁE (I-5)

1 -1 0 0 0 0
0 -1 0 0 0
_};I -
0 o 0 0 ) 1 -]

fa)
the vector d has as components estimated time differences, It is easily seen
that the amount of information that _a_, as defined in Eq, {I-5), contains about
the aircraft position, p, is independent of the choice of H, provided that Eqgs.

{(1-4) are satisfied,

An expression for the estimated aircraft position, ﬁ, may now be derived
by first linearizing Eq. (I-5) about a point p¥. The vector p* could be the last
estimated aircraft position, a predicted aircraft position computed from
several previous estimated positions, or just a good guess of the aircraft

position, Thus, Eq. (I-5) can be approximated as

HE(p* 8p.. 80t SHE@-p)+HE +HE  (1-6) |

e R L

where F is the matrix of partial deviatives of f (p¥*; El’ A :S_N) with respect
to the components of p¥, It is easily seen that (assuming the error in s, is /

small) u

228




|

where the unit vectorsii are given by Eq. (I-1).

Defining the vector & as

o= S HIEN s, o3t HE, (1-7)

cr

P e

If the aircraft position were modeled as a random vector, then knowledge
of the mean and covariance matrix of p and the cross covariance matrix of
p and € would be sufficient to determir-:e the minimum-mean-square-error
estimator ofg_. However, it is simpler to assume that p is a nonrandom,
albeit unknown, quantity. With this assumption, since ale components of
€are assumed to be uncorrelated and to have equal variances (Eq. (I-3)), a
reasonable estimate of p is the least-squares estimate. That is, the esti-
mate of p, 'f), 1s defined to be that vector for which the quantity ”:8_”2 is

minimized, subject to the constraint that
: A - “ l e -
HE=4d -2-CBEQR-pY (1-8)

The interpretation of this approach is that of finding the aircraft position /13
which is consistent with the smallest measurement error € (It is also the

maximum likelihood estimate if € is assumed to be Gaussian.) *

The vector :@_of minimum norm which satisfies Eq, {I-8) is easily

found to be

| @y

= H (HHr)—l (é‘_g_% ﬂE(ﬁ‘E*”
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A
and the squared norm of €is

R 1

[ |

ey

PN

L 9 ‘e

co-tpr@-pn @EY'@d-0-2HE @ -

Finally, that vector /1; which minimizes the above is just

E = (E'L.Il (_I_—_I _]_:__I!)"l E E)—l —]E:, Er (.I_{_I.’..-I‘)“l(g -_(f' + %E FB;}:)

[}
H

? =.m“+5(§~9> (1-9)

where

1 1

K= c@EH @E)'HE) ' E'H @ H) (1-10)

Equations (I-7), (I-9) and (I-10) define the estimate i; The error in

this estimate,

A=p-p

is just the following linear transformation on g:

£ = KHE

Consequently, the covariance matrix of the position error is

P, = KHP H'K (1-11)
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and from Eqs. (I-3) and (I-10),

P, = (0 @B @HEY'HE)!

The mean squared position error is now just

B[ = (o) e (@ B @ HY HE)] (1-12)
where "'tr'' is the trace operation.

The geometric dilution, k, of the satellite constellation is defined as
the ratio of the rms position error to the rms error in each of the com-

ponents of the measﬁrementi_ {see Eq. (I-2)):

- 1 11 5
ko= = 8

From Eq. (I-12) it is clear that

k= e Ve [EH@EE)TED ] (1-13)

The definition of geometric dilution, as given above, depends on the

model that was used for the random vector €. In several cases, €.g. a
satellite-to-air navigation system, it is not reasonable to meodel the components

of €as being uncorrelated and having equal variances. In such cases the

geometric dilution can be used to bound the value of lli"rms That is, from

Eq. (I-11),

f
i

tr{ K H P, H'K']

£ [15) %]

- tu{P H'K'KH]
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Now, by the Schwarz' inequality,

E [ 45 Ver (P & (@ K K 1)?)

Since __If_’e and H'K'K H are both positive semidefinite, it follows that

tr

@®)H < [t 2]

tr (H'K' KH)Y) < [tr @k kT

Fl

and conseguently

]

But,

LI

tr (B) = Bllef]

and from Egs. (I-10) and (I-13)

tr (H'K'KH)

Therefore, it follows that

It should be noted that this

=ty (K HH'K')

- w e @Eay 5T

&

= k

i < ki€
§§—!rms ‘:-'—i!trms

2
[I81] =t (B &r sy

(I-14)

bound uses the rms value of the entire vector ¢,

not just the rms value of one component.
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Finally, the bound in Eq. {I-14)} can be improved slightly by noting that,

| o

' .

since § = K H ¢ ,that portion of € which lies in the null space of H contributes

is
17 1
€ o [ ——em = =N Y
2-(Trp)l= @ -xllle
Therefore, an improvement on Ea, {I-14) is the following bound:
I ' % 7 &
1.
A < k e ] ' -
Blims < XfE-5 110 of, . (1-15)

The expression for the geometric dilution in Eq, (I-13) can be simpli-
fied somewhat by assuming a particular matrix H; note that k, as given by

Eq. (I-13} is invariant with respect to all H satisfying Eqs. (I-4). Letting

1 0 0 “e 0 -1
0 0 -1

H = : (I-16)
0 0 0 . i wl

it is a simple exercise to show that

b
it
L
"
| |
™M=z
A
Ae.
1
2=
1 [V]z
'_I‘s
M=
'_I;:
;l
ub—'
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where AtH is the unit vector defined in Eq. (I-1). The numerical values of k
for several satellite constellations have been computed and may be found at

the end of Appendix D,

Of considerable importance are those cases where the geometric
dilution becomes very large; this can occur with a poorly designed satellite
constellation., From Eq. (I-13) it is clear that a necessary and sufficient

condition for the geometric dilution to be finite is that
rank (HF) = 3

where H is any (N-1) by N matrix satisfying Eqs. (I-4). For example, using
the H of Eq. (I-16), the criterion for a finite geometric dilution is that the
(N-1) 3~ vectors u span three dimensional space.

-u u

178N B2 AN o0t BNl BN
From the last remark it is clear that the minimum number of satellites
needed to estimate the aircraft position is four. When four satellites are
used, the matrix H F in Eq. (I-13) is 3 by 3, and thus Eq. (I-13) can be
simplified somewhat. In fact, the geometric dilution k can be expressed in
terms of the various dot and cross products of the unit vectors u,. However,

little intuition can be obtained from this expression,

In both surveillance and navigation systems, due to the aircraft antenna

4, Toony m D mm s L o 2D e

pattern, those satel

LR

lites which may be used in estimating the aircrait position
must lie in a conical region of space, Given this restriction, it is
important to be able to design a satellite constellation with an acceptable
geometric dilution. A rule of thumb that may be used to obtain a good
geometric dilution is to position the satellites so that the unit vectors u,

are distributed evenly throughout the allowable conical region. At least
the minimum allowed angle of elevation, with an even distribution of angles

of azimuth, Whenever possible, bunching of the unit vectors u. should he

avoided,
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Of course, a satellite constellation with a good geometric dilution at

one aircraft location may have a poor geometric dilution at another location,

If four satellites are used and positioned

¢ so that one unit vector is coincident with the conical axis and the remaining

three are spaced 120° apart on the conical surface (all the unit vectors

radiate from the conical vertex), then the geometric dilution can be shown

to be

8
- =

¥ T CV¥3(1-cosd)? (1+ cos d) {1-17)

It appears that the above satellite positioning gives the smallest geometric
dilution subject to the constraints that only four satellites are used and that

they all lie in a conical region of half-angle ¢, Thus Eq. (I-17) is a lower

bound on k subject to these constraints, Figurel-lisa plot of Eq. (I-17);
; A o an e 0. . . .
the value k = 4. 27 at the angle ¢= 45 is of particular interest, as in the

air-to-satellite-to-ground system the satellites must be in a cone of half-

angle 45°,
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Fig., I.1. A lower bound to the geometric dilution factor, k,

with four satellites within a cone of half angle @.
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