Discriminative Training of PLDA for Speaker Verification with X-vectors

Bengt J. Borgström

Abstract—This paper proposes a novel approach to discriminative training of probabilistic linear discriminant analysis (PLDA) for speaker verification with x-vectors. Model over-fitting is a well-known issue with discriminative PLDA (D-PLDA) for speaker verification. As opposed to prior approaches which address this by limiting the number of trainable parameters, the proposed method parameterizes the discriminative PLDA (D-PLDA) model in a manner which allows for intuitive regularization, permitting the entire model to be optimized. Specifically, the within-class and across-class covariance matrices which comprise the PLDA model are expressed as products of orthonormal and diagonal matrices, and the structure of these matrices is enforced during model training. The proposed approach provides consistent performance improvements relative to previous D-PLDA methods when applied to a variety of speaker recognition evaluations, including the Speakers in the Wild Core-Core, SRE16, SRE18 CMN2, SRE19 CMN2, and VoxCeleb1 Tasks. Additionally, when implemented in Tensorflow using a modern GPU, D-PLDA optimization is highly efficient, requiring less than 20 minutes.

Index Terms—Speaker Verification, Probabilistic Linear Discriminant Analysis, Discriminative Training, X-vectors

I. INTRODUCTION

Probabilistic linear discriminant analysis (PLDA) is a likelihood ratio test between same-class and different-class hypotheses in a verification task, and has become the standard practice for state-of-the-art speaker verification [1], [2]. By separately modeling across-class and within-class variability, PLDA emphasizes important speaker-specific information while de-emphasizing confusable information such as the acoustic channel. For many years, PLDA scoring was successfully used in combination with i-vectors [3]. Recently, however, x-vectors have been proposed as an alternative form of speaker embedding, and have shown impressive performance particularly in difficult acoustic channels [4].

Typically PLDA is trained as a generative model, using e.g. the expectation-maximization (EM) algorithm [5]. However, PLDA can alternatively be trained to directly optimize a cost function which is more closely related to verification performance. Several studies have explored discriminative training of PLDA (D-PLDA) for speaker verification [2], [6]–[10]. Some of these approaches reformulate PLDA scoring as logistic regression with a non-linear basis function whose form is derived from the PLDA log-likelihood ratio (LLR). While showing promise [2], [7], [8], such techniques are prone to overfitting. To address this issue, other approaches to D-PLDA have reduced the number of trainable parameters [6], [9], [10]. Such techniques, however, may limit the potential effectiveness of discriminative training.

In this paper, we propose a novel approach to discriminative training of PLDA. The PLDA model is parameterized so that the within-class and across-class covariance matrices are expressed as products solely of orthonormal and diagonal matrices. The structure of these matrices can be enforced during D-PLDA optimization, serving to naturally regularize the model. In this way, the entire D-PLDA model can be updated during training, as opposed to limiting the number of trainable parameters as in previous approaches. Additionally, important properties of the underlying PLDA covariance matrices, such as symmetry and positive definiteness, are easily guaranteed by applying parameter constraints during model training. The proposed method achieves consistent performance improvements relative to baseline D-PLDA approaches when used in combination with recently proposed x-vectors [4] and applied to the Speakers in the Wild (SITW) Core-Core [11], SRE16 [12], SRE18 CMN2 [13], SRE19 CMN2 [14], and VoxCeleb1 [15] Tasks.

This paper is organized as follows: the statistical framework of PLDA is discussed in Sec. II. Sec. III presents the proposed D-PLDA model, and the associated discriminative training method. Experimental results are presented in Sec. IV, and Sec. V provides conclusions.

II. PROBABILISTIC LINEAR DISCRIMINANT ANALYSIS

A. The General Solution

In this section, the statistical framework for PLDA is reviewed in the context of speaker verification with x-vectors. The additive model is assumed, $x = s + c$, where $x \in \mathbb{R}^D$ is the observed x-vector, and $s$ and $c$ are the underlying speaker
Given two x-vectors, $x_i$ and $x_j$, PLDA provides the log-likelihood ratio (LLR) between the same-speaker and different-speaker hypotheses, $\mathcal{H}_1$ and $\mathcal{H}_{-1}$. The PLDA LLR is given by

\[
\mathcal{L}(x_i, x_j) = \log \frac{p(x_i, x_j \mid \mathcal{H}_1)}{p(x_i, x_j \mid \mathcal{H}_{-1})} = \log \frac{\mathcal{N}(x_i; s, \Sigma_w) \mathcal{N}(x_j; s, \Sigma_w) \mathcal{N}(s; \mu, \Sigma_a)}{\mathcal{N}(x_i; \mu, \Sigma_w + \Sigma_a) \mathcal{N}(x_j; \mu, \Sigma_w + \Sigma_a)}.
\]

(3)

Given the LLR, the posterior probability of the same-speaker hypothesis is expressed as

\[
P(\mathcal{H}_1 \mid x_i, x_j) = \sigma(\mathcal{L}(x_i, x_j)),
\]

(4)

where $\sigma$ is the logistic function, $\sigma(t) = (1 + \exp(-t))^{-1}$. It was shown in [1] that the solution from (3) can be expressed equivalently as

\[
\mathcal{L}(x_i, x_j) = -\frac{1}{2} \log f + \frac{1}{2} (x_i - \mu)^T Q (x_i - \mu) + \frac{1}{2} (x_j - \mu)^T P (x_j - \mu),
\]

(5)

where

\[
f = \frac{|\Sigma_i - \Sigma_a|}{|\Sigma_i + \Sigma_a|},
\]

(6)

\[
Q = \Sigma_i^{-1} - (\Sigma_i - \Sigma_a \Sigma_a^{-1} \Sigma_i^{-1})^{-1},
\]

\[
P = \Sigma_i^{-1} \Sigma_a (\Sigma_i - \Sigma_a \Sigma_a^{-1} \Sigma_i^{-1})^{-1}.
\]

and where $\Sigma_i = \Sigma_w + \Sigma_a$. The set $\{\mu, \Sigma_a, \Sigma_w\}$ parameterizes PLDA, and can be trained as a generative model using the expectation-maximization (EM) algorithm [5].

### B. Diagonalizing the Covariance Matrices

The expression in (5) can be simplified if the x-vectors $x_i$ and $x_j$ are first transformed so that their within-class and across-class covariances are jointly diagonalized, as in the Kaldi Toolkit [16]. Algorithm 1 derives the matrix $U$ which diagonalizes both $\Sigma_w$ and $\Sigma_a$, so that $U^T \Sigma_w U = \text{I}$ and $U^T \Sigma_a U = A$, where $A = \text{diag}\{a\}$. By pre-processing x-vectors according to

\[
y_i = U^T (x_i - \mu),
\]

(7)

the matrices $Q$ and $P$ are diagonalized with diagonal with diagonal vectors $q$ and $p$, respectively. The LLR from (5) then reduces to

\[
\mathcal{L}(x_i, x_j) = -\frac{1}{2} \log f + \frac{1}{2} \sum_{d=1}^{D} (q_d (y_i^d (d) + y_j^d (d)) + 2p_d y_i (d) y_j (d)),
\]

(8)

where $f = \prod_{d=1}^{D} \frac{1 + 2a_d}{(1 + a_d)^2}$,

\[
q_d = \frac{a_d}{(1 + a_d) (1 + 2a_d)},
\]

\[
p_d = \frac{a_d}{1 + 2a_d},
\]

and where subscripts are used to index elements within vectors. In this way, the LLR is expressed solely in terms of scalar operations.

### III. D-PLDA Optimization

The generative PLDA model discussed in Sec. II has become a standard method for scoring speaker embeddings in state-of-the-art speaker verification systems. However, improved results can be expected if the PLDA model is trained to directly optimize a cost that is more closely tied to verification performance. In this section, the proposed approach to discriminative PLDA is presented.

#### A. Parameterization

D-PLDA has previously been explored as a way to improve speaker verification performance. However, discriminative training of the full PLDA parameter set, $\{\mu, \Sigma_a, \Sigma_w\}$, has been observed to over-fit the model to training data, resulting in degraded verification performance [6], [10]. Previous approaches to D-PLDA have therefore proposed various ways to reparameterize the PLDA model in order to reduce the number of trainable parameters, thereby regularizing the optimization process. For example, in [6], only scaling factors for the within-class and across-class covariance matrices are optimized. That is, the covariance matrices are expressed as

\[
\Sigma_w \leftrightarrow \lambda_w \Sigma_w,
\]

\[
\Sigma_a \leftrightarrow \lambda_a \Sigma_a,
\]

(10)

and the parameter set $\{\lambda_w, \lambda_a\}$ is updated during D-PLDA training. In [9], the parameter set $\{\mu, \lambda_w, \alpha\}$ is instead updated.$^1$

Such approaches to D-PLDA reduce the number of trainable parameters, making optimization less prone to over-fitting. However, such techniques may limit the potential effectiveness of discriminative training. This paper proposes to update the entire PLDA model during discriminative training, but to reparameterize the model so that the structure of the trainable

$^1$In [9], the PLDA covariance matrices aren’t strictly diagonalized as in Algorithm 1. Instead, $\Sigma_a$ is diagonalized, but $\Sigma_w$ is approximated as diagonal based on properties of unit-normalized vectors [17].
Losses are studied. Since the

\[
\Sigma_w = HSH^T, \quad (11)
\]

\[
\Sigma_a = H^2S^2VAV^TS^2H^T,
\]

where these matrices are tied across \(\Sigma_w\) and \(\Sigma_a\). In this paper, the PLDA model is parameterized as \(\{H, V, s, \mu, a\}\), and the diagonal structures of \(S\) and \(A\) and orthonormal properties of \(H\) and \(V\) are enforced during model optimization, as will be discussed in Sec. III-D.

**B. The Generalized Cost Function**

To optimize the D-PLDA model, we can minimize some discriminative cost function over a training set of x-vectors. The general form of the cost function is given by

\[
C = \sum_{m \in \{-1,1\}} \frac{1}{N_m} \sum_{(i,j) \in H_m} l_m (\mathcal{L}(x_i, x_j)), \quad (12)
\]

where \(l_{-1}(\mathcal{L}(x_i, x_j))\) and \(l_{1}(\mathcal{L}(x_i, x_j))\) represent the losses associated with \(\mathcal{L}(x_i, x_j)\) for labels \(-1\) and \(1\), respectively. Additionally, the notation \((i,j)\) denotes a verification trial with inputs \(x_i\) and \(x_j\). Finally, \(N_m\) denotes the number of training trials for class \(H_m\).

**C. The Loss Function**

There exists a variety of loss functions that can be used in the generalized cost from (12), and the choice of \(l_m(\mathcal{L}(x_i, x_j))\) can be made based on the intended application. A commonly used loss function for discriminative PLDA is the Log Loss,

\[
l_m(\mathcal{L}(x_i, x_j)) = -\log (\sigma (m\mathcal{L}(x_i, x_j))), \quad (13)
\]

but other approaches have utilized the Brier, Hinge, and 0-1 Losses [2], [6]–[8], [18]. In this paper, the Log and 0-1 Losses are studied. Since the 0-1 Loss is not differentiable, the sigmoid approximation from [19] is instead used

\[
l_m(\mathcal{L}(x_i, x_j)) = \sigma (m\mathcal{L}(x_i, x_j)). \quad (14)
\]

The expression in (13) or (14) is substituted into (12) during D-PLDA optimization.

As discussed in [20], loss functions can typically be decomposed into two components: discrimination between target and non-target trials, and score calibration. When optimizing the D-PLDA cost, reductions in (12) may be attributed to a combination of changes in these two components. Since calibration can easily be addressed after PLDA scoring via e.g. logistic regression, the main goal of D-PLDA is to improve discrimination between target and non-target trials. However, reductions in (12) during optimization may focus on improving score calibration at the cost of discrimination. We therefore propose to calibrate LLRs prior to D-PLDA training, which using logistic regression leads to

\[
\mathcal{L}(x_i, x_j) \leftarrow \alpha \mathcal{L}(x_i, x_j) + \beta. \quad (15)
\]

If this mapping is optimized with respect to the same data set used to train the D-PLDA model, negligible improvements in calibration can be expected during D-PLDA training, and reductions in (12) are more likely attributed to improved discrimination between target and non-target trials.

**D. Constraints and Regularization**

A benefit of the proposed approach is that the original PLDA statistical framework can be extracted from the D-PLDA hyperparameters using (11), which is not possible in approaches such as [2], [7], [8]. In this way, important properties of the PLDA covariance matrices can be guaranteed throughout optimization by setting parameter constraints. For example, it is clear from (11) that \(\Sigma_w\) and \(\Sigma_a\) are symmetric. Furthermore, \(\Sigma_w\) and \(\Sigma_a\) are guaranteed non-singular if \(s\) and \(a\) are constrained to be positive, respectively. Alternatively, \(a\) can be constrained to be non-negative, which is consistent with Simplified PLDA [21]. In the proposed training, the constraints \(s > 0\) and \(a \geq 0\) are applied.

Previous approaches to D-PLDA have explored various regularization techniques in order to avoid model over-fitting. As mentioned in Sec.III-A, the proposed approach achieves regularization by simply enforcing the diagonal structure of \(S\) and \(A\), and the orthonormal property of \(H\) and \(V\). The diagonal structure of a matrix is easily guaranteed during optimization. On the other hand, the orthonormal property of \(H\) and \(V\) can be enforced via the regularization term

\[
\gamma \left( \|HH^T - I\|_F^2 + \|VV^T - I\|_F^2 \right), \quad (16)
\]

where \(\gamma\) is a constant.

**IV. RESULTS**

This section presents experimental speaker verification results. The baseline verification system used x-vectors generated according to [4]. LDA dimension reduction to 250 was first performed, followed by global whitening and length normalization [1]. The baseline system used conventional PLDA for scoring, which was trained using the EM algorithm. Note that the baseline system in this study closely resembles that from [14].

The proposed D-PLDA system was used to model x-vectors after LDA dimension reduction, and was initialized using the EM algorithm. During D-PLDA training, Gradient Descent was performed using the Adam optimization technique [22], with \(\gamma=10^4\) and \(\theta=0.05\), and logistic regression calibration from (15) was included. Mini-batches of 4,096 trials were randomly selected from all possible combinations of x-vectors, where mini-batches were evenly comprised of target and non-target samples, and a total of 50.0 M trials were used. When run on a NVIDIA K80 GPU, D-PLDA optimization took less than 20 minutes.

The first set of experiments addressed telephony speech, and the proposed system was applied to the SRE16 Cantonese,
The use of the approximated PLDA and D-PLDA training set included data from the NIST SRE04-SRE10 along with Mixer 6, and was extended using data augmentation as in [4]., with noise and reverberation from [23], resulting in 151k cuts. The second set of experiments addressed microphone speech, and the proposed system as applied to the SITW Core-Core and VoxCeleb1 Tasks. Here, the PLDA and D-PLDA training set included data from the NIST SRE04-SRE10 and Mixer 6, along with a subset of the VoxCeleb2 corpus. Again, data augmentation was performed according to [4], resulting in 200k total cuts.

Tables I and II provide speaker verification results for the previously described experiments, in terms of equal error rate (EER) and the minimum decision cost function (mindcf) with \( P(H_1) = 10^{-2} \). The tables are presented as ablation studies, summarizing a variety of D-PLDA parameterizations and loss functions, of which specific cases correspond the baseline systems from [6] and [9]. Results in bold indicate the best performance for each verification task.

It can be observed in Tables I and II that the baseline system from [6] provided minimal performance improvements relative to conventional PLDA, which is most likely due to the stringent constraints implied by its PLDA parameterization. The baseline system from [9] resulted in more substantial improvements across the various speaker verification tasks. The use of the approximated 0-1 Loss function provided further performance benefits across almost all tasks, relative to the Log Loss function. Finally, the proposed D-PLDA parameterization, in combination with the approximated 0-1 Loss function, resulted in significant performance benefits across almost all speaker verification tasks. Specifically, D-PLDA provides up to 15% relative improvement in EER and up to 6% relative improvement in mindcf compared to [9], and provides 4%-19% relative improvement in EER and up to 9% relative improvement in mindcf compared to using conventional PLDA. Throughout experimentation, the use of score calibration during D-PLDA training provided significant performance improvements, and omitting this step often yielded performance worse than the baseline PLDA system.

V. Conclusions

This paper proposed a novel approach to discriminative PLDA for speaker verification with x-vectors. Parameterizing the PLDA model in terms of diagonal and orthonormal matrices allows these properties to be enforced during D-PLDA optimization, and allows for intuitive constraints and regularization to be used. The proposed method provides performance improvements on the SRE16, SRE18, SRE19, SITW, and VoxCeleb1 Tasks, relative to other D-PLDA approaches. Additionally, the proposed technique is efficient, requiring less than 20 minutes to train on a modern GPU. Although introduced in the context of x-vectors from [4], the proposed D-PLDA method can likely be applied to many other types of speaker embeddings.
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